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1 BURST EFFICACY TRIAL 

This report summarizes the results of a cluster-randomized field trial that estimated the effect of BURST: 
Reading on primary grades students’ early literacy achievement. BURST is a widely adopted supplemental read-
ing program designed for use with students struggling to acquire early literacy skills and is meant to provide 
supplemental instruction to these students outside the regular reading program. The program uses an “assess, 
group, instruct” format in which schools identify struggling readers using the DIBELS Next assessment, then 
use a proprietary algorithm to place identified students into reasonably homogenous skill groups on the basis 
of DIBELS results, and then provide targeted instruction to these groups using BURST curriculum and les-
son materials.  Ober the four-year period AY 2013-2014 to AY 2016-2017, the University of Michigan (in co-
operation with Amplify, Inc.) carried out a  study in 52 high-poverty schools serving grades K-3 located in 9 
states in different geographic areas of the United States during the period AY 2013-2014 to AY 2016-2017.  
The study randomly assigned 27 schools to the BURST treatment group and 25 to a control group that was 
provided free access to the DIBELS Next assessment for use in a regular universal screening process.  More 
than 29,000 students enrolled in grades K-3 at treatment and control schools participated in the study con-
tributing about 1.8 observations per student.  Data analysis showed no evidence of differential attrition in the 
study groups, there was strong evidence of baseline equivalence of the treatment and control samples in the 
study, and cross-over from one experimental condition to the other was minimal and similar across treatment 
and control groups.  The study found that schools assigned to the BURST treatment group offered BURST 
instruction to both struggling and non-struggling readers and that the average struggling reader received about 
40 hours of BURST instruction in a given a year such that (over a four year period) the average struggling 
reader in a BURST school could be expected to accumulate between 120 and 140 hours of BURST instruc-
tion.  Overall rates of provision of BURST instruction in study schools was found to be similar to rates of 
provision of BURST instruction in schools with similar demographic characteristics that had purchased and 
were using the BURST program outside the efficacy trial in AY2016-2017 but less than the amount of in-
struction recommended by the program developer.  Using the Star Early Literacy assessment as the primary 
outcome, and after adjusting this outcome for several pre-treatment covariates using a Peters-Belson type 
strategy, the study estimated sample average treatment effects on students’ early literacy learning using permu-
tation tests that took into account the various forms of clustering in the experimental design and that con-
trolled statistical significance tests for family wise error rates due to multiple comparisons.  The results of 
these statistical tests showed that the BURST program did not have statistically significant effects on the early 
reading achievement of all students who attended BURST schools, did not have statistically significant posi-
tive effects on the early reading achievement of struggling readers who attended BURST schools, did not 
have statistically significant positive effects on the early reading achievement of students who attended 
BURST schools for three or more years consecutively, and did not have statistically significant positive effects 
on the early reading achievement of students who attended BURST schools that had a predicted probability 
greater than 1% of complying (versus not complying) with treatment assignment.  There was only slight evi-
dence of school-to-school variability in program effects, with schools implementing BURST instruction at 
higher rates tending to have slightly larger positive effects on students’ early reading achievement than 
schools implementing BURST instruction at lower rates.  These differences were very small, however, and as 
such, were not assessed for statistical significance.  In all, the study’s results are best summarized as follows:  
In a sample of 52 schools located in school districts that are smaller than the average U.S. school district, in 
communities that are more disadvantaged than average, and serving higher percentages of lower achieving 
students than average, the added benefit of using BURST for supplemental reading instruction under routine 
conditions of implementation was found to be negligible compared to engaging in universal screening with 
DIBELS and conducting supplemental reading instruction under business as usual conditions.   



 

 

2 BURST EFFICACY TRIAL 



 
This report summarizes the results of a cluster-randomized field trial that estimated the effect of BURST: 
Reading on primary grades students’ early literacy achievement.  BURST is a supplemental reading program 
intended for use in grades K-6 that was developed and is marketed by Amplify, Inc., a Brooklyn-based ven-
dor of curricula, assessments, and intervention programs for K-12 schools.  In 2012, the University of Michi-
gan and Amplify. Inc. received a grant from the Institute for Education Sciences (IES) to conduct a random-
ized controlled efficacy trial (RCT) of this program.  The RCT was conducted over a four-year period begin-
ning in September 2013 with samples of students in kindergarten to third grade who were located in 52 
schools, 27 of which were randomly assigned to the BURST treatment condition and 25 of which were ran-
domly assigned to a control condition.  In each of the four years of the study, data on program implementa-
tion were collected in treatment schools and data on student achievement were collected in both treatment 
and control schools.  This report summarizes the University of Michigan’s analyses of data from this study 
and builds on those analyses to draw some inferences about the effectiveness of BURST: Reading for improv-
ing the early literacy achievement of students in grades K-3.  

 

 
Because the BURST efficacy trial involved direct participation of the program vendor (Amplify, Inc.), the 
University of Michigan and Amplify took steps to safeguard data collection, analysis, and reporting processes 
from potential conflicts of interest.  These steps are described below as a prelude to this report. 

A strict division of labor between Amplify and the 

University of Michigan governed the recruitment and random assignment of schools in the study.  The pro-
gram vendor (Amplify) recruited schools into the study, but schools had to agree to join the study in advance 
of knowing whether they would be randomly assigned by the University of Michigan to the treatment or con-
trol condition.  As an incentive to join the study, Amplify offered free company services to schools.  Control 

schools were given a free subscription to Amplify’s digital version of DIBELS Next (a formative assessment 
of students’ early literacy skills) along with free access to all of the training and services normally provided to 

regularly subscribing schools.  Treatment schools were given a free subscription to DIBELS Next plus free 

access to the Burst: Reading program, along with free access to all of the training, materials, and implementa-
tion support normally provided to regularly subscribing schools.  Once schools were enrolled in the study, 
University of Michigan researchers randomly assigned schools to treatment or control conditions using pro-
cedures described later in this report.  After assignment, Amplify provided each school free access to the 
training and services appropriate to its assigned condition. 

  Amplify conducted most of the data collection activities for the study, but did so under the 

supervision of University of Michigan research staff.  Using its regular business systems and processes, Am-
plify gathered data on program implementation in treatment schools during each year of the study.  Amplify 
also worked with schools to conduct the annual achievement testing of students in treatment and control 
schools.  Under the supervision of University of Michigan research staff, and outside its normal business sys-
tems, Amplify also worked at school sites to assemble and verify rosters teachers and students at each study 
school.  All of the data collected by Amplify were securely transferred to University of Michigan research staff 
shortly after collection, and University of Michigan research staff inspected all data for quality control pur-
poses.  An important step in this quality control process involved careful matching of student achievement 
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and other data collected by Amplify business systems to student and teacher rosters verified on site.  This 
step assured an accurate accounting of all students eligible for inclusion in the study, and for careful monitor-
ing of patterns of missing student data and student attrition across study years.   

  At the end of the four-year study period, only University of Michigan researchers had access 

to the complete, compiled, and cleaned data used in the analyses reported here.  Prior to conducting an out-
comes analysis of these data, University of Michigan researchers registered a data analysis plan with the Regis-
try of Effectiveness and Efficacy Trials maintained by the Society for Research on Educational Effectiveness (Reg-
istry ID 473).  The registry of a study plan allows readers of this report to judge the results reported here 
against a “transparent” and publicly available data analysis plan prepared prior to actual outcomes analysis.   
 

 

This report proceeds as follows:  In the next section, we briefly describe the BURST: Reading program.  In a 
following section, we list the research questions we set out to address in the current study. In a subsequent 
section, we describe the schools selected for inclusion into the study, the patterns of attrition that occurred 
over the course of the study, and a set of baseline comparisons that were used to assess any differences in 
pre-treatment treatment covariates across treatment and control schools that might be associated with the 
student achievement outcome on which program effects are estimated.  In the section following, we describe 
our analyses of program implementation data, and in the section following that, our analyses of BURST pro-
gram effects on student achievement.  A final section briefly summarizes the results of the study. 
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 

 

 

BURST: Reading is a supplementary instructional program designed to help elementary schools identify and 
provide targeted instruction to struggling readers.  Developed by Amplify, Inc., the program was first brought 
to market in 2007.  As of 2016, it was in use in 651 schools across the United States.   
 

 

As a supplementary intervention program, BURST: Reading is designed to identify and provide targeted in-
struction to students who are struggling to acquire such early literacy skills such as phonological knowledge, 
knowledge of the alphabetic principle, and oral fluency in reading.  The design for implementation in schools 
is as follows:   
 

 At the beginning (and again at the middle) of the year, all students in participating grades at a school are 

assessed with the Dynamic Indicators of Early Literacy Skills (DIBELS Next) assessment.  
 

 Based on this universal screening process, schools identify students whose DIBELS assessment scores 
are below or well below DIBELS composite score benchmarks for expected performance for a given 
grade and time of year. 

 

 Schools then choose which of these identified students will be assigned to BURST instruction. 
 

 Once schools identify students, Amplify applies a proprietary algorithm that places students into rela-
tively homogeneous small groups for indicated BURST instruction.  Indicated instruction involves 
teacher-led provision of a set of sequenced lessons (hereafter called BURST cycles) to small groups of 

students who have similar DIBELS Next assessment profiles.   
 
Program developers call this is an “assess, group, teach” approach to intervention.  Specifically, the process of 
BURST supplemental instruction proceeds as follows:   
 

:  At the beginning (and again at the middle) of the school year, all students at relevant grades in a 

school are administered a mobile version of the DIBELS Next assessment (described at:  https://acadi-

encelearning.org/ DIBELS_Next_Info.pdf).  DIBELS Next is a criterion-referenced assessment that has grade-
level, time of year test forms that measure student achievement in the areas of letter naming fluency, pho-
neme segmentation fluency, nonsense word fluency for letter sounds and whole words, oral reading fluency, 
and passage reading comprehension.  The test developers have established cutoff scores on each of these 
forms that empirical evidence shows are predictive of future performance on the assessment.  Using these 
cutoffs, students are classified as falling well below benchmark, below benchmark, at benchmark, and above 
benchmark. 

  Immediately after universal screening is completed, students’ item responses from the DIBELS Next 

assessment are transmitted via the internet to Amplify Inc. for scoring.  Amplify scores the assessments,  
 

https://acadiencelearning.org/%20DIBELS_Next_Info.pdf
https://acadiencelearning.org/%20DIBELS_Next_Info.pdf
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which identify students performing well below, below, at, or above DIBELS grade-level/time-of-year bench-
marks for particular early literacy skills. Schools then access student scores and choose the students they wish 
to receive BURST treatment.   
 
With students identified for treatment, Amplify then uses a proprietary software algorithm to group identified 
students into subgroups with similar assessment profiles.  These subgroups are then assigned to specific 10-
day cycles of instruction within the BURST curriculum, where instructional cycles are matched to students’ 
assessment results.  Figure 1 (above) provides an overview of the BURST curriculum that is assigned to stu-
dents as a result of the assessment/grouping process.  Each hexagon in the figure is a strand of the BURST 
curriculum for which multiple 10-day instructional cycles have been developed.  Strands on the left are meant 
to be taught before those on the right.  In this design, the BURST algorithm seeks (under constraints) to as-
sign nominated students to a small group offering instruction on the lowest level in the skill sequence that 

students in the group have yet to master (as judged by to DIBELS Next benchmark proficiency scores).  
 

  Once student groups are assigned to a given BURST strand, teachers are given program-developed 

lesson materials to provide students with targeted instruction.  Instruction proceeds in 10-day lesson cycles.  
Each daily lesson in a ten-day cycle is built around a template designed for use in a 30-minute intervention 
session.  Each lesson template is a rough “script” for a day of instruction (along with associated instructional 
materials).1  Lesson templates are organized so that a teacher will introduce a skill, model how to apply that 
skill, and then give students time to practice skill application.  Near the end of any given 10-day BURST cycle, 
students in a functioning BURST group are assessed using a curriculum embedded progress-monitoring as-
sessment. Results from these assessments are also sent to Amplify, Inc. for processing and are used to assign 
students to subsequent 10-day instructional cycles based on assessment results.  In schools where the pro-
gram is a regular feature of supplemental instruction, program developers assume that any student assigned to 

                                                           
1 A complete list of instructional materials used in the BURST program can be found at https://burstbase.net/. 

https://burstbase.net/
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BURST treatment will experience six 10-day BURST cycles between universal screenings.  So, in a roughly 90 
day interval between universal screenings, Amplify suggests that identified students receive roughly 60 days of 
BURST instruction, and if each lessons takes 30 minutes, that becomes roughly 30 hours of supplementary 
instruction per semester. 
 

 
Program implementation requires use of a uniform set of assessment and grouping services provided by Am-
plify along with uniform curriculum and instructional materials developed by the company.  Importantly, 
schools implementing BURST have discretion over the amount and kind of training and support services 
they receive over time from Amplify.  In addition, Amplify assumes the BURST program will be imple-
mented in schools that differ in school-level staffing configurations, schedules, student composition, and re-
source constraints.  Therefore, Amplify does not tightly specify who will manage the BURST program at a 
given school, who will teach BURST lessons to identified students, how many students will be allocated to 
BURST treatment, or how many BURST groups are formed.   The logic of program implementation is thus a 
mix of highly specified elements (like assessments, curriculum, and lesson plans) coupled with flexibility in 
implementation support and program delivery to students.  These elements are now described. 
 

   Schools that have not subscribed to 

Amplify’s mCLASS: DIBELS Next services prior to subscribing to BURST will ordinarily purchase this service 

and one or more training options to learn about the DIBELS Next  assessment and how it can be used to 

improve early grades reading instruction (the menu of mCLASS: DIBELS Next training choices can be viewed 
at https://www.amplify.com/assessment/mclass-training).  
 

   In addition, schools that purchase BURST (typically) 

pay an annual per-student license fee for digital access to the BURST program’s customized curriculum mod-
ules and grouping and reporting services, which are delivered via secure internet connection. Teachers deliv-
ering BURST instruction to students also will use a variety of materials, including various flash cards, portable 
white boards and markers, counting chips, stickers, a puppet, and more.  Teachers can download many of 
these materials from the BURST internet site, or a school can buy each teacher a kit with these materials. 
 

    Schools that purchase BURST also 

purchase a training and implementation support package from Amplify.  The base training program includes a 
one-day, on-site session hosted by Amplify’s professional services staff.  This training is designed for teachers 
or interventionists, and training can be delivered to all school personnel who will implement the BURST pro-
gram or just a cadre of teachers who will, in turn, train other teachers at a school site.  Regardless of the at-
tendees, the initial training session focuses on how to implement the BURST program with fidelity, covering 
such topics as how to administer formative assessments, access sequences of lessons through the web-based 
interface, deliver instruction, and monitor success based on the program’s curriculum-embedded formative 
assessments.  Schools subscribing to BURST can also contract for additional, on-site consultations with Am-
plify’s educational support team.  A typical consultation is a day in length.  During this day, a member of Am-
plify’s educational support team will visit a school to offer formative guidance and motivational support to 
users.  The site visit will include meetings with the principal and any other personnel in charge of program 
implementation at a school, direct observations of BURST small group instruction in which Amplify staff use 
a fidelity checklist to rate the quality of BURST instruction observed, and a focus group meeting with all 
BURST instructors designed to troubleshoot implementation issues and provide formative feedback to 
school personnel. 
 

https://www.amplify.com/assessment/mclass-training
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  Crucially, Amplify expects (and allows) 

schools to use a variety of organizational and personnel arrangements to manage program implementation 
and deliver instruction to students.2  These organizational arrangements are now described. 
 

  Amplify recommends that schools using BURST appoint a program coordinator 

to manage the program.  Operating the program involves scheduling DIBELS assessments, managing the 
data transactions between schools and Amplify that organize instructional delivery, and coordinating de-
livery of BURST instruction within a school.  The program manager can be the school’s principal, a spe-
cial programs coordinator, or a member of the faculty, and once the BURST program is up and running 
at school, Amplify predicts that the coordinator will spend 2-5 hours per week managing the program.  
Amplify does not exercise direct control over schools’ choice of program manager or the activities that 
manager engages in. 

 

   Amplify expects that schools will use BURST as a supplementary instructional pro-

gram and that BURST lessons will be delivered to small groups of students in a pullout or push-in set-
ting.  Within schools, BURST lessons can be taught by a trained “interventionist” (usually a reading spe-
cialist), by classroom teachers with elementary teaching certificates, or by paraprofessionals.  Amplify 
does not exercise direct control over who teaches BURST lessons, the setting in which lessons are taught, 
the scheduling of BURST lessons, or the frequency with which BURST lessons are taught to students.  

 

  Amplify allows school personnel to influence the software rou-

tines used to place students into BURST groups.  In all schools, schools decide how many (and which 
specific) students to serve with BURST and they also specify a preferred BURST group size (based on 
resource constraints).  Schools then input into the BURST grouping function the specific students to be 
served, the number of groups to be formed, and a preferred group size.  Amplify recommends that all 
students scoring below or well below DIBELS grade/time of year benchmarks be included in the group 
formation process and that the preferred group size be set at 4.5 students per group.  However, Amplify 
also recognizes that schools vary in how many students are below these benchmarks and their capacity to 
serve different numbers of students.  Thus, across any set of BURST schools, the number of students 
identified for treatment and the number of BURST groups operating will vary.    

 

 : Amplify recommends that BURST groups be formed across classrooms (and even 

grade levels).  This is because the proprietary grouping algorithm used in BURST will be better able to 
form homogeneous groups of students with similar assessment profiles if larger numbers of groups are 
being formed.    However, Amplify exercises no direct control over school decisions about this matter, 
and in many settings, groups will be somewhat heterogeneous.   Under these conditions, if the group has 
three students, BURST will target instruction based on the student with earliest skills need; if there are 4-
5 students in a group, Burst targets instruction based on the student with second earliest skill needs; if 
there are 6 students in a group, Burst will target instruction based on the student with third earliest skill 
needs. 

 

  Once groups are formed, these groups are expected to progress through ten-day 

BURST instructional cycles.  As discussed earlier, each daily lesson is built around a template designed for use 
in a 30-minute intervention session.  Each template is a rough “script” organized so that a teacher will intro-
duce a skill, model how to apply that skill, and then give students time to practice skill application.  Near the 

                                                           
2 Although Amplify expects (and allows) diverse arrangements for program implementation, it does provide guidance on 
these matters (see https://burstbase.net/faqs/). 

https://burstbase.net/faqs/
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end of any given 10-day BURST cycle, students in a functioning BURST group are assessed using a curricu-
lum embedded progress-monitoring assessment. Results from these assessments are also sent to Amplify, Inc. 
for processing and are used to assign students to subsequent 10-day instructional cycles based on assessment 
results.  This repeated teaching of BURST cycles continues until the next universal screening. 

 

To summarize, BURST: Reading is an intervention program designed to provide supplemental instruction in 
early literacy skills to elementary grades students who have not yet mastered grade-level reading skills.  The 
program uses universal screening to identify students performing below grade level/time of year benchmarks 

on the DIBELS Next assessment and then uses results from this screening to place students into small groups 
for targeted supplemental instruction.  Amplify provides a number of resources that can be used in teaching 
BURST lessons, including lesson “scripts” and materials kits,  and it provides a menu of training and support 
options that schools can use to implement the program faithfully.  However, Amplify also recognizes that the 
BURST program will be implemented in schools with differing staffing configurations, schedules, student 
composition, and resource constraints.  As a result, Amplify provides schools considerable flexibility in who 
manages the BURST program at a given school site, who teaches BURST lessons to identified students, how 
many students are allocated to BURST groups, and how many BURST groups are formed.  
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

 

This section briefly describes the design of the BURST: Reading efficacy trial and the research questions ad-
dressed by the study given that design.  The efficacy trial used a cluster-randomized field design in which in-
tact schools were randomly assigned to treatment and control conditions.  Control schools received free ac-
cess to DIBELS testing services for students in grade K-3 while treatment schools received free access to 
DIBELS and BURST services in grades K-3.  The study followed treatment and control schools over a four-
year period, during which time Amplify collected data on program operations in treatment schools and on the 
early literacy achievement of students in grades K-3 in both treatment and control schools.    
 
Given the study design, researchers at the University of Michigan explored research questions in three do-
mains.  An initial set of questions were about the samples of schools recruited and retained in the sample and 
the extent to which random assignment of schools to treatment worked as expected.  Here, the questions are 
about the characteristics of schools in the study, baseline equivalence of treatment and control schools on 
pre-treatment covariates, and patterns of attrition from the study.   A second set of questions concern how 
schools assigned to receive the BURST treatment actually implemented that program, including questions 
about the numbers and kinds of students who actually received BURST instruction in treatment schools and 
the frequency of that instruction.  A third set of questions concern program effects on student achievement, 
including questions about BURST program effects on early literacy achievement averaged across all students, 
across students that the program’s theory of action suggests should be prioritized for BURST instruction, 
across students who were exposed to the BURST program for varying lengths of time during the study, and 
across students who were in schools that could be expected on the basis of pretreatment covariates to comply 
with their assigned treatment group status.  These questions are discussed in more detail below. 
 

 

Since Amplify views BURST: Reading as a school-level intervention program, this study was designed as a clus-
ter-randomized field trial in which intact schools were randomly assigned to treatment or control conditions.  
Recruitment of schools to the study began in October of academic year (AY) 2012-2013 and concluded in 
November of AY 2013-2014 (just after the September 2013 launch of the study).  Random assignment oc-
curred in six steps during the recruitment stage.  Once a group of schools was recruited into the study at a 
given time point, schools in that group were randomly assigned to treatment or control status using the fol-
lowing procedure.  First, recruited schools were grouped by state.  Next, matched pairs of schools were cre-
ated within states.  Then, schools within pairs were randomly assigned to the treatment or control condition.  
Importantly, there was considerable attrition during the recruitment stage of the study, but not after the study 
was launched.  In particular, 92 schools in total were recruited into the study, but 40 left (or were dropped 
from) the study prior to its launch, leaving a retained sample of 52 schools.   
 
The process of recruitment (and attrition) will be discussed in more detail in Chapter 4 of this report, where 
we also discuss several research questions related to sample recruitment, retention, and random assignment.  
One question discussed in Chapter 4 concerns the “external validity” of the current field trial.  As Kern et al. 
(2016) note, education researchers are increasingly interested in the extent to which the samples of partici-
pants in randomized field trails represent some target population of interest, that is a population to which the 
results of the study are meant to be generalized.3  In this study, an attempt was made to recruit schools with 
more than 50% of students eligible for participation in the federal free or reduced price lunch (FRL) program.  

                                                           
3 Kern, H. L., Stuart, E. A., Hill, J., & Green, D. P. (2016). Assessing methods for generalizing experimental impact esti-
mates to target populations. Journal of research on educational effectiveness, 9(1), 103-127. 
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We are therefore interested in the extent to which this study goal was achieved.  In addition, we are interested 
in another target population to which we might want to generalize our study findings, namely, the kinds of 
schools that normally purchase BURST: Reading.   In what follows, we call this the BURST user group. 
These interests lead to the following research question:  
 

:  What kinds of schools (and students) participated in the cur-

rent study?  How did the sample of recruited (and retained) schools compare to the population of 
all U.S. schools serving grades K-3?  Did the study meet its goal of recruiting schools with greater 
than 50% participation in the free/reduced price lunch program?  Also, how did the sample of 
schools assigned to treatment compare to the BURST user group of schools that purchased and 

were implementing the BURST: Reading program as of AY 2013-2014? 
 

Beyond questions about sample composition, we are also interested in potential threats to the “inter-
nal validity” of the current study that might have arisen during the recruitment and random assign-
ment phases of the study.  Threats to internal validity could be a result of:  (a) the chance that ran-
dom assignment procedures used in this study failed to completely “control away” differences in 
baseline characteristics of treatment and control schools (and students); and (b) possible differential 
attrition after random assignment that could also lead treatment and control schools remaining in the 
study to differ on characteristics related to the study’s outcome.  These considerations lead to two 
additional research questions: 
 

:  To what extent did rates of attrition from the study differ across 

schools assigned to treatment and control conditions?  
 

:  To what extent did the random assignment of schools to treatment 

and control conditions result in schools (and students) in the two conditions being similar on 
baseline covariates that are potentially related to students’ early literacy achievement?  In partic-
ular, given attrition from the study, to what extent were schools (and students) retained in treat-
ment and control conditions similar on baseline covariates potentially related to students’ early 
literacy achievement?   

 


 
A second domain of research questions concern how the BURST program was implemented in schools as-
signed to treatment.  Questions about implementation are important for several reasons.  To begin, the Insti-
tute of Education Sciences (IES) funded the current study as “an initial efficacy study of a widely used interven-
tion” (emphasis added).  However, the current study was not an efficacy trial in the conventional sense of that 
term.  By the usual definition, an efficacy trial is mounted under well-controlled circumstances, where samples 
are carefully chosen and program implementation is closely controlled to assure fidelity of implementation.  
By contrast, IES has a more liberal definition of an efficacy trial.  To begin, it requires efficacy trials to be 
conducted in “authentic education settings” (not well-controlled laboratory or clinical settings).  Moreover, 
IES allows efficacy studies to be conducted under a mix of “ideal” and “routine” circumstances (as opposed 
to the ideal conditions usually imposed in conventional efficacy trials).  That mix of conditions occurred in 
the present study.  Schools in the treatment group were given supports that are not ordinarily available to us-
ers of DIBELS and BURST—namely free services and training designed to assist schools in use of the 
DIBELS and BURST—making this an ideal condition for schools.  However, Amplify did not force schools 
to participate in these trainings.  In addition, Amplify offered schools additional supports during the imple-
mentation phase of the study (in the form of free visits to school sites by Amplify educational support staff), 
but once again, schools were free to take advantage of this service or not.   Finally, Amplify gave treatment 
schools wide discretion over instructional delivery, in particular, how many students in a school would receive 
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BURST instruction, the size of BURST groups used to deliver that instruction, and the number of 10-day cy-
cles of BURST instruction offered to students.  In this sense, then, the current efficacy trial was conducted 
under a mix of ideal and routine conditions.  Schools were provided free training and support, but could 
choose how much to take advantage of these supports, and schools had considerable latitude (as they do un-
der “routine” conditions of implementation) to offer instruction in ways that fit their circumstances.   
 
All of this suggests the need to carefully examine how the BURST program was implemented in schools as-
signed to treatment in this study.  An initial question concerns the training and implementation support ser-
vices delivered by Amplify to treatment schools: 
 

:  To what extent 

did treatment schools take advantage of the free DIBELS and BURST training services offered 
by Amplify?  Also, to what extent did treatment schools take advantage of the follow-up sup-
port services offered by Amplify?  

 
A second set of questions concerns the “fidelity” of implementation of BURST instruction within treatment 
schools.  An initial set of questions concerns the percentage of students who actually received BURST in-
struction, as well as the average number of BURST cycles a student received.  The questions here are: 
 

  To what extent did schools in the 

BURST treatment group provide BURST instruction to students?  That is, what percentage of 
students in treatment schools were placed into BURST groups, and how many cycles of BURST 
instruction did students receive? 

 
Because this is an efficacy trial, we were further interested in how provision of instructional services in treat-
ment schools compared to “ideal” and “routine” implementations of the program.  Under “ideal” conditions, 
Amplify recommends that an identified student receive six BURST cycles per semester (or 12 cycles per year).  
Thus, an additional research question asked was: 
 

  To what extent did schools in 

the BURST treatment group meet the standard of “ideal” provision of BURST instruction to 
students?  That is, what percentage of students in treatment schools received 6 cycles per semes-
ter and 12 cycles per year of BURST instruction? 

 
An additional question concerns whether provision of BURST instruction in treatment schools differed from 
what one might observe under “routine” conditions of implementation.  To address this question, we ac-
quired additional data from Amplify’s mClass data system, a data systems that routinely collects data relevant 
to our questions for all schools that purchase the BURST program.  In the current study, we compared rele-
vant implementation data collected on schools in the treatment group to relevant data on program implemen-
tation at 671 schools that had purchased and were using BURST as of AY 2016-2017.  Using these data and 
methods discussed in more detail in Chapter 5, we addressed the following question: 
 

  Did schools in the BURST 

treatment group provide BURST instruction to proportionally more (or fewer) students than 
schools that purchased BURST and were using it under routine operating conditions?  In addi-
tion, were schools in the BURST treatment group more (or less) likely to provide the ideal num-
ber of cycles of BURST instruction to students as compared to schools that purchased BURST 
and were using it under routine operating conditions? 

 
Finally, we were interested in the extent to which instructors of BURST groups followed the lesson “scripts” 
that are a central feature of the BURST program.  To examine this issue, members of Amplify’s education 
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support group were trained to use an implementation fidelity checklist to rate the extent to which various fea-
tures of a BURST lesson script were used by the instructor, and these personnel used these checklists when 
they observed BURST groups during their site visits to a selected group of schools.  This leads to another 
question: 
 

 To what extent did the instructors of 

BURST groups follow the prescribed elements of the BURST lesson template? 
 

 
A final domain of research questions asks about the effects on student achievement attributable to a student’s 
enrollment in a school assigned to BURST treatment, where student achievement is measured in this study by 
the Renaissance Star Early Literacy assessment.4 Our research questions about student achievement reflect the 
fact that schools (not students) are the unit of treatment.  As a result, in the current study, “treatment” was 
measure as a dichotomous variable (where a school either is or is not assigned to treatment).  The reader will 
note that, in this approach, the “treatment” condition in the study is the adoption (not implementation) of 
BURST, and in this approach, any student in attendance at a BURST school is seen as having been exposed 
to treatment.  In what follows, we ask a series of questions about who benefitted from exposure to treatment 
in the RCT and about whether any benefits observed are attributable to a school’s assignment to BURST.  
Our statistical approach to estimating these attributable effects is described in detail later in this report and in 
Appendix A.  In this chapter, the task is simply to state the research questions in everyday language, not the 
formal language of statistical hypothesis testing.  
 
The first question we ask about student outcomes examines the effect on students’ achievement of being in a 
school assigned to the BURST treatment group when that effect is averaged across all students.  The question 
is relevant to the current study because BURST is designed as a school-level instructional intervention, and it 
is reasonable to ask what the benefit of being in a BURST school is for students in general.  In the research 
literature, this effect (of matriculating in a BURST school) is called the “average treatment effect” or the “in-
tent to treat” effect.  Importantly, it is not the effect on achievement expected for students who received any 
BURST instruction in a school, nor is it the expected effect on achievement of having received an “ideal” 
dose of BURST instruction.  Instead, it is simply the estimated effect on students’ achievement after averag-
ing across all students who were in the BURST treatment group.  Stated informally, the “average treatment 
effect” question is: 
 

  What was the effect on students’ early lit-

eracy achievement for all students enrolled in a BURST school? 
 

The “average treatment effect” that is the focus of RQ9 is useful to researchers and policy makers facing ac-
countability or other reporting requirements who might want to know the extent to which the average 
achievement in a school will increase if that school adopts BURST.   But we are also interested in whether 
being in a BURST school has more or less benefits for different subgroups of pupils.   In particular, BURST 
is a supplemental reading program designed for struggling readers, and the program is designed to identify 
struggling readers (using DIBELS testing) and then to provide such students with indicated instruction.  Be-
cause of this, we are particularly interested in the extent to which struggling readers attending BURST schools 
experience boosts to their early literacy achievement.  In Chapter 6, we present two estimates of this (“condi-
tional average treatment effect”), one for students who entered a BURST school having scored below the rel-
evant DIBELS grade/time-of-year benchmark at time of entry, and another for students who at any point in 

                                                           
4 The research questions listed in this section are the confirmatory research questions about student outcomes listed with 
Society for Research on Educational Effectiveness Registry of Efficacy and Effectiveness Studies (www.sreereg.org).   

http://www.sreereg.org/
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the study period scored below DIBELS benchmarks at a given grade/time of year.  Informally, this combined 
research question can be stated as: 
 

What was the average ef-

fect of being enrolled in a BURST school on the early literacy achievement of students whose 
observed DIBELS composite score at time of entry into a treatment school was below or well-
below the DIBELS grade-level/time of year benchmark at that time point?   
 

 What was the average ef-

fect of being in BURST school for students who had a composite DIBELS score below or well-
below a grade/time of year DIBELS benchmark at any time in the study?    

 
We are also interested in possible boosts (or decrements) to achievement attributable to be being in a BURST 
school even if a student is not a struggling reader.  This group of students is defined in the current study as 
students who performed at or above DIBELS benchmarks at entry into the study and students who contin-
ued to score at or above benchmarks at all succeeding time points at which they were observed.  One can 
think of various reasons why these students might benefit from being in a BURST school even if they do not 
receive any BURST instruction.  Such students might, for example, benefit from being in a BURST school 
because struggling readers in their school become better learning partners during regular reading instruction 
(a so-called “peer” effect) or because a teacher in a BURST school can more easily accelerate the pace of reg-
ular instruction when struggling readers’ receive supplemental instruction.  Alternatively, mounting BURST 
instruction could negatively affect higher achieving students’ outcomes, especially if mounting BURST in-
struction somehow drained resources from the regular reading program.  Stated informally, then, our research 
question is: 
 

  What was the 

average effect of being in BURST school for students who at the start of the study or at all 
points in the study had a composite DIBELS score at or above grade/time of year benchmarks?    

 
An additional research question asks about the effects on students’ early literacy achievement of continuous 
exposure to treatment.  Questions about length of exposure to treatment are possible in the current study be-
cause the BURST efficacy trial was conducted over a four-year period.  In Section 6 of this report, we report 
descriptive data on treatment effects experienced by students after one, two, three, and four years of study 
participation.  We also take advantage of the longitudinal data collected for this study to ask a more specific 
question about the effects of continuous exposure to treatment on students’ early literacy achievement, espe-
cially for struggling readers.  The idea here is that struggling readers who matriculate continuously at a 
BURST school will experience cumulative effects of exposure to treatment—both through increased chances 
of being allocated to BURST groups for supplemental instruction and/or by being exposed over a longer pe-
riod of time to potential “peer effects.” In this report, we define continuous exposure to treatment as contin-
uous enrollment at a BURST school over a three or four year period, and we define struggling readers as stu-
dents who ever scored below DIBELS benchmark during their time in the study.  With these definitions in 
hand, our research question can be stated informally as: 
 

What was the average effect on the early literacy achievement of struggling readers who were in 
continuous attendance at a BURST school for three to four years?    

 
Our final research question is about the effect on all students’ achievement of attending a school that has at 
least some chance of offering BURST instruction to students.  At various points in this report we have noted 
that Amplify does not require BURST purchasers to actually offer BURST instruction to students, and in the 
current study, that was also the case.  Therefore, the possibility exists that at least some schools assigned to 
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treatment in the RCT will not comply with their treatment assignment—that is, will not offer BURST instruc-
tion to students.  We could, of course, use data from the study to identify any non-compliant schools, but 
schools not offering BURST instruction might have done so because they found the program had no effects 
on their students.  On this view, the observed provision of BURST instruction to students is endogenous to 
treatment assignment.  To work around this issue, we used an “out of sample” statistical model to predict 
non-compliance in treatment schools based on their pre-treatment covariates.  The prediction model was a 
machine-learning Bayesian adaptive tree regression model trained on the mClass data for the AY 2016-2017 
BURST user group—that is, the population of all schools serving students in any grade K through 3 that had 
previously purchased and were using BURST (but were not in the RCT).  This prediction model is described 
in more detail in Appendix B.  The model had as predictors of compliance a number of pre-treatment covari-
ates for schools (including prior levels of student achievement at schools, a number of school-level student 
composition and structural variables, and various district-level funding and community location variables).  
These variables were used to predict the percentage of students in a school who received 12 or more cycles of 
BURST instruction in AY2016-2017.  The number of cycles was set at 12 because this represents the “ideal” 
dose of BURST instruction for students identified as in need of BURST instruction.  We then applied the re-
gression coefficients from this model to AY 2012-2013 values on the covariates for schools in the BURST 
study, giving us for each school in the study a “compliance” prognosis scaled as the predicted percent of stu-
dents expected to receive “full” BURST treatment.  We then defined any school with a predicted percentage 
of less than 1% to be an expected “never complier” and any schools with a predicted percentage of greater 
than 1% to be a “complier.”  Using these data, we addressed the following research question: 
 

  

What was the average effect on early literacy achievement for students enrolled in a BURST 
school predicted to comply with treatment assignment? 

 

 
We have just discussed research questions about the average effects on students’ early literacy achievement 
attributable to their enrollment at schools assigned to BURST treatment.  As discussed, we are interested in 
these effects averaged over all students and averaged across subgroups of students, including struggling (and 
non-struggling) readers, students who were continuously enrolled at BURST schools for three or four years 
of the study, and for students who were enrolled in schools that were predicted (on the basis of an out-of-
sample prediction model) to comply with their BURST treatment assignment.  We also discussed a set of re-
lated research questions that will: (a) allow the reader to assess threats to internal validity of the RCT that 
might have arisen due to attrition of schools from the study; (b) provide the reader with information relevant 
to the external validity of the study; and (c) allow the reader to understand the extent to which actual provi-
sion of BURST instruction to students enrolled at treatment schools resembled what would be expected un-
der “ideal” or “routine” conditions of implementation.  
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This chapter describes several issues related to the sample of schools that participated in the BURST efficacy 
trial.  In a first section, we describe the steps taken to recruit schools into the study and the steps to taken to 
assign recruited schools to treatment and control conditions.  In a following section, we describe the baseline 
equivalence of schools initially assigned to treatment and control during the recruitment phases of the study, 
the attrition of schools that took place at this phase of the study, and whether attrition affected baseline 
equivalence of schools in the remaining analytic sample.  In a final section, we compare the recruited and re-
tained samples to two additional populations of schools—the national population of schools serving students 
in any of grades K-3 and the population of schools serving any of grades K-3 that were subscribed to BURST 
in AY 2016-2017.   
 

 
Recruitment of schools began in August of the AY 2012-2013 school year and concluded in November of 
AY 2013-2014.  Because the study was designed to assess the effects of BURST adoption on students’ early 
reading achievement, only schools containing grades K-3 were allowed in the study, and a goal was set to re-
cruit schools from this pool that also had greater than 50% students eligible for the federal government’s free 
and reduced price lunch program.   The initial plan was to recruit approximately 50 such schools into the 
study so that data collection could be launched in AY 2012-2013.  However, delays in recruiting postponed 
the launch of the study to Fall of AY 2013-204.   
 

Table 4.1 (next page) provides a summary of the pace 

of recruitment activities during this time period.  Notice from the table that schools were recruited into the 
study in batches.  Over the course of recruitment, 92 schools located in 11 different states agreed to partici-
pate in the study, but of these 92, only 52 schools (in 9 states) ended up participating in the study at launch.  
In what follows, we call the 92 schools the “recruited” sample, and the remaining 52 schools the “analytic” 
sample.   
 
More than half the attrition of schools from the study came from schools recruited in the October 2012 
batch of recruited schools.  Of this group, 24 of 26 schools either withdrew from the study or were dropped 
by study researchers under a policy described in more detail below. Another 66 schools were recruited into 
the study between January 2013 and November 2013, and of these, 16 schools either withdrew from the 
study prior to launch or were dropped from the study by researchers under a policy described in more detail 
below.  A good share of the attrition in the study was due to the delayed start, but attrition also occurred 
when schools received notification of their status as control schools in the study.  However, all of this attri-
tion occurred prior to the launch of the study.  Thus, the 40 schools that withdrew or were dropped from the 
study never received services or participated in data collection as part of the study.  Only the 52 schools in the 
analytic sample were provided services and participated in data collection.
 
Table 4 also shows that treatment assignments were made at six distinct allocation times.  At each allocation 
point, schools were grouped into pairs or triples prior to random assignment using a procedure (described in 
the next section) that created allocation groups with similar demographic characteristics and student achieve-
ment histories. To enable this procedure to make use of state testing results from years prior to the study, 
groupings were made within state whenever possible. Indeed, only 2 of 45 pre-randomization pairs or triples 
crossed state lines. All told there were 43 pairs and 2 triples, the latter occurring at allocations ii and iv, when 
the total number of schools to be assigned was odd.  One school in a triple (in allocation batch ii) was as-
signed to intervention, while two were assigned to treatment in another triple (in allocation batch iv).  Thus,  
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on the whole, probabilities of assignment to the intervention condition ranged from 1/3 (for the batch ii tri-
ple), to 1/2 (for any school in a pair), and 2/3 (for the batch iv triple). 

 The pairs and triples formed prior to random 

assignment were constructed using the optimal matching procedure of Greevy et al. (2012).5 The procedure is 
designed to minimize discrepancies across paired (or tripled) schools on a multivariate distance measure that 
included various pre-treatment characteristics of schools, including data on from state records on:  school 
size, student demographics, and state test results of recent 3rd grade cohorts. Because the optimal matching 
mechanism could make use of only a limited number of these variables, the initial allocation to condition in 
October 2012 tested a number of combinations and weightings of the variables in a dry run of the match-
and-then-randomize procedure used for later batches.  Results from these dry runs were assessed in terms of 
the “on-average” similarity (on matching variables) of pairs of schools. This assessment found it favorable to 
match on the average size of grade-level cohorts in grades K-3, percent of students identified as White; free 
or reduced price lunch eligibility; proficiency rates in reading and writing, separately averaged over 2010, 2011 
and 2012 third grade cohorts; and, for each of the preceding variables that were incompletely recorded, a 
{0,1}-valued indicator of data availability. The dry run assessment also supported giving the cohort size and 
averaged proficiency rate variables twice the weight of the demographic and missingness indicators. No addi-
tional dry run assessment was made for allocations 2-6, although the procedure was adapted by exclusion of 
the writing proficiency variable, which was frequently unavailable; by replacing the grade cohort size variable 
with an average of total enrollments in 2010, 2011 and 2012; and by an inadvertent substitution of propor-
tions of third graders testing as Proficient for proportions testing as Proficient or Advanced. Within each re-
cruitment batch, once optimally matched pairs and triples were identified, schools in each pair or triple were 
randomly assigned to treatment or control.  
 

 
In this section, we discuss the results of this random assignment process in three steps.  We begin by showing 
that samples of treatment and control subjects were well-balanced on important pretreatment covariates im-
mediately after random assignment.  We then show that despite high levels of attrition of schools from the  
 
 

                                                           
5 Greevy Jr, R. A., Grijalva, C. G., Roumie, C. L., Beck, C., Hung, A. M., Murff, H. J., ... & Griffin, M. R. (2012). Re-

weighted Mahalanobis distance matching for cluster‐randomized trials with missing data. Pharmacoepidemiology and drug 
safety, 21, 148-154. 
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study, attrition rates were roughly similar in the treatment and control conditions.  Finally, we show that de-
spite high attrition, the analytic sample was balanced on pre-treatment covariates in the same way it would be 
expected had attrition not occurred.   
 
Much of the data for this discussion is presented in Table 4.2 (above).  The first column of the table lists the 
variables on which the schools are being compared while subsequent columns present control and treatment 
group means, and differences of these means. Columns 2-4 compare all 92 schools randomly assigned as part 
of the study, while columns 5-7 make similar comparisons restricted to the 52 schools constituting the analy-
sis sample, i.e. those schools that did not leave and were not dropped from the study. The table presents se-
lections of the AY2011-2012 variables used in matching, other AY2011-2012 school variables that were not 
used in matching, and AY2012-2013 variables that became available only after matching and random assign-
ment were completed. Schools in the analytic sample began receiving services in AY 2013-2014.  Means pre-
sented Table 4.2 (columns 2, 3, 5 and 6) are weighted for school size. In addition, for comparability between 
the two columns of figures, weights used to average over the control group (columns 2 and 5) incorporate a 
factor equal to the odds of assignment to the treatment group.  Thus control schools randomized within pairs 
are simply weighted by school size, as their counterparts in the treatment group are; but in the randomization 
block of three schools that assigned one to control and two to treatment, the single control school receives a 
weight equal to twice its size, so that treatment and control schools belonging to this block contribute similar 
shares of the total “mass” represented by the weighted means over the treatment and control groups. An-
other randomization block assigned two schools to control and one to treatment, and each of these control 
schools carried a weight equal to half its size. Columns 5-7 use the same weighting scheme to compare the 25 
control and 27 treatment schools that constitute the analytic sample for this study. 
 

 If we consider all 92 schools 

ever recruited to the study and randomized, Table 4.2 supports the inference that treatment and control 
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groups showed “baseline equivalence” across many pre-treatment covariates.  Consider, for example, the pre-
treatment covariates measured at AY 2011-2012 and used in the optimal matching process.  As the first panel 
of Table 4.2 shows, there were only small or moderate differences across treatment and control groups in the 
92 school sample, and unsurprisingly, these differences were not statistically different from 0 (χ2 = 8.1 on  7 
d.f., p=0.3).  Differences between treatment and control groups in the recruited school sample were also 
small on a set of variables not used in the matching procedure but available for the same time period were are 
shown in the second panel.  Here, net of differences on matching variables, the combined differences statistic 
(Hansen & Bowers, 2008) was χ2 = 1.7 on 7 d.f. (p=1.0). Yet a third collection of pre-treatment variables, 
which became available only after random assignment, measured school characteristics in AY 2012-13 (the 
year prior to study launch).  These variables are shown in the third panel of Table 4.2.  Here too there were 
only small differences across treatment and control groups in the recruited sample, those difference being on 
par with what the cluster randomization procedure would be expected to produce ( χ2 = 6.2, net of differ-
ences on earlier baseline variables, with 12 d.f.; p=0.9).  Again, these are baseline comparisons of all schools 
assigned to treatment or control, without regard to whether a school stayed in the study or was among those 
that left the study, and the hypothesis under test posited no differences across treatment and control groups 
other than those that would be expected under random assignment.   
 

Although there was strong evidence of baseline equivalence 

of schools after random assignment, we have seen that there was substantial “attrition” of schools from the 
study.  If one takes schools as the unit of analysis, there is an attrition rate of about 43.5%.  If one takes stu-
dents as the unit of analysis (i.e., weights attrition by school size), the overall attrition rate was 47.4%.  Attri-
tion mostly occurred among schools assigned to treatment during the first two of 6 recruitment cycles, and all 
schools that dropped out of the study did so within a few weeks of receiving their random assignment but 
well prior to the delivery of services and collection of study data.  The most common reason schools left the 
study was receipt of control assignment, but the research team followed a recruitment/retention policy that 
limited differential attrition resulting from this process.  In particular, in recruiting that took place after Octo-
ber 2013, the research team informed districts that if any school recruited to the study were to cease participa-
tion in the study, the study team would discontinue delivery of services to other schools in a single-district 
pair or triple to which that school belonged. All but one of the schools recruited during this latter period 
came from a district contributing other schools, and because the pairing procedure matched schools within 
districts when possible, districts were almost certain to have schools in both study arms. As it happens, the 
one school that was the sole representative of its district was assigned to control (as part of batch iii) and 
dropped out of the study shortly afterward. Its counterpart was retained, but each of the other 39 schools that 
are counted in our attrition group were removed alongside their matched counterpart.  That includes 24 of 
the 26 batch i recruits, all 13 of the batch ii recruits and 2 of the 13 batch iv recruits.  As a consequence of this 
recruitment/retention policy, treatment schools’ attrition rate was, in the end, only slightly lower than that of 
control schools.  Indeed, if one weights for school size and, in the case of the control group calculation, the 
reciprocal of the ex-ante odds of assignment to that group, treatment schools’ attrition rate was only slightly 
lower than that of schools control schools.  By this calculation, attrition for control schools was 46% as op-
posed to 48% for treatment schools.  This 1.5% difference in attrition rates was not statistically significant and 
qualifies the current study for review by the What Works Clearinghouse.6 

                                                           
6 In the weighting procedure just described, schools randomized within pairs are simply weighted by size; the one school 
randomized to control as part of a triple with two treatment schools is weighted by twice its size; and the two control 
schools randomized to control as part of a triple along with one treatment school were weighted by one half of their 
sizes. Note that weighting for reciprocal odds of assignment but not school size leads to a difference of attrition rates of 
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The attrition process just de-

scribed left us with an analytic sample of 52 schools, 27 of which had been randomly assigned to BURST 
treatment, and 25 of which had been randomly assigned to the treatment condition. Beginning in Fall of AY 
2013-2014 these schools began receiving services appropriate to their condition within the study.  Treatment 
schools received free DIBELS and BURST services, while control schools received free DIBELS services.  In 
the next chapter, we examine the extent to which schools “took up” these services.  In this section, we dis-
cuss whether schools in the two arms of the analytic sample for the RCT differed on a number of pre-treat-
ment covariates that prior education research suggests could be associated with the outcome measure used in 

this study—the Star Early Literacy assessment. 
 
Table 4.2 (page 16) compares control to treatment groups in the analytic sample terms of pre-treatment 
school characteristics. Once again, there are only small differences across treatment and control schools in the 
analytic sample, and a similar test used to test for statistically significant differences in the recruited sample 
was applied here to test for the aggregate of differences across treatment and control schools in the recruited 
sample on variables shown in Table 4.2 plus several other variables not shown in the table.  That test also 

suggests no differences beyond what randomization alone would be expected to produce (𝜒2=16.3 on 20 d.f.; 
p=0.7). So, it appears that processes of attrition did not disrupt the baseline equivalence of the analytics sam-
ples created by the original randomization procedure. 
 

 
Table 4.2 compared treatment and control schools on a set of pre-treatment characteristics measured at the 
school-level.  As we saw, the data suggested baseline equivalence on these characteristics, both for the full 92 
school sample and 52 school analytic sample.  We turn now to a comparison of treatment and control schools 
in the 52 school analytic sample in terms of various student-level characteristics.  The relevant data for this 
analysis are shown in Table 4.3 (next page).  In all, 26,907 unique students (about equally divided into treat-
ment and control) participated in this study over the four-year data collection period, and Table 4.3 presents 
averages over students in each group on several student-level measures.  One set is measures of students’ 
baseline (i.e., pre-treatment) characteristics, the other are measures taken over the course of the study of stu-
dent characteristics that should not have changed as a result of group assignment in the study. In the table, 
means are weighted consistent with study design.  Specifically, means over the control group are calculated 
with weighs equal to a priori assignment to the treatment group, i.e. the same number that was factored in 
alongside of school size in the school-level comparisons mentioned above. 
 

 The first panel in Table 4.3 shows student characteristics measured at 

baseline.  We begin by discussing students’ DIBELS scores at the first time point in the study when they were 
tested with this instrument.  As DIBELS was administered to nearly all students in both treatment and con-
trol schools, and because within treatment schools each student would have taken the DIBELS examination 
prior to receiving treatment, we can compare the two groups in terms of students’ baseline DIBELS score.  
Differences along this measure were not large.  Moreover, when this measure was combined with the other 
variables in the top panel (as well as additional variables), a combined difference test was not statistically sig-
nificant (𝜒2=6.9 on 11 d.f.; p=0.8).     
 

                                                           
2.2%, again in favor of the treatment group. The significance calculation cited above addresses pairing and clustering in 
the same manner as balance checks and is described below.  
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. The second panel in Table 4.3 compares students on characteristics that 

should be unrelated to treatment but on which differences might emerge over the course of the study causing 
effects on the study’s key outcome measure.  The first variable is whether a student left the school to which 
he or she was initially assigned and joined another school in the study.  Testing for differences in “crossover” 
is important given the design of the BURST efficacy trial because treatment and control schools were often 
co-located in the same district and the study took place over a four-year period.  Given this, it is possible that 
crossover from treatment to control (or vice versa) occurred.  Importantly, crossover did occur in the current 
study, although crossover rates were small and similar across treatment and control groups.  Indeed, less than 
2% of students in either group “crossed over” to the other group.  There was also little difference in other 
variables which might affect student outcomes, such as whether students were retained in grade or ever 
scored below DIBELS time-of-year benchmarks.  In fact, in a combined test, these differences were not sta-

tistically significant ( 𝜒2=2.7 on 4 d.f.; p=0.6).   
 
In analyses not shown here, we performed some additional (and more complex) balance tests.  In these anal-
yses, each student in the study was assigned a “join year” indicator, where join year was the year of the study 
that a student first appeared in any study school.  These join year indicators were then interacted with stu-
dent-level covariates including those shown in Table 4.3.  Next, attention was restricted to the 10,400 stu-
dents observed in the study only after the beginning of study year 1, either because they first joined the study 
later in year 1 or because they first matriculated at a study school in study year two or later. Then differences 
between treatment and control groups along these interaction variables were assessed using the combined dif-
ferences procedure, again with adjustment for clustering by school and for the ex-ante pairing of schools.  In a 

combined test, differences in these interactions were not statistically significant (𝜒2=12.0 on 12 d.f.; p=0.4). 
 

In summary, the analyses presented in this section suggest that despite high attrition rates at the 

recruitment stage of the study, the study team’s policies of matching schools prior to random assignment and 
dropping all schools from any randomization cluster in which one school voluntarily withdrew resulted in 
roughly equal attrition rates across treatment and control groups and produced an analytic sample of treat-
ment and control group schools that were not significantly different on a wide range of pre-treatment covari-
ates.  Moreover, balance on covariates at the start of the study persisted over all succeeding years of the study, 
with little evidence of differential crossover or selective enrollment in treatment schools.   
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This section turns from a discussion of baseline equivalence of treatment and control groups in the analytic 
sample to a detailed look at the kinds of schools included in the analytic sample—especially in comparison to 
populations that could be thought of as “targets for generalization” for the study’s results.  The two “target” 
populations discussed here are: (a) the population of U.S. schools that serve students in any of grades K-3; 
and (2) the population of 651 schools that taught students in any of grades K-3 and were active subscribers to 
Amplify’s BURST services in AY 2016-2017.   
 
Relevant data on this issues are shown in Table 4.4 (above).  The columns in the table list the various groups 
of schools to be compared.  The first column is the relevant US schools population, the second is the popula-
tion of BURST users as of AY 2016-2017.   For convenience, the table shows data for all schools recruited 
into the BURST efficacy trial, for the schools were dropped and retained from the study, and for treatment  
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and control groups in the study.  Rows in the table are selected characteristics of schools expressed as un-
weighted school means, where data in the table come from state education databases and are for the AY 
2016-2017 school year.7 
 

 Recall that a goal of this study was to recruit schools with more 

than 50% of students eligible for the federal government’s free and reduced price lunch program.  The data in 
Table 4.4 show that this recruitment goal was achieved.  For example, schools in the sample of 92 recruited 
schools averaged about 73% of students eligible for the lunch program, with 75% of students eligible in the 
analytic sample (compared to a US schools average of about 55% of students eligible).  This study goal was 
achieved despite subtle differences in school locations and socio-economic composition between schools 
dropped from the study at the recruitment stage and those retained in the study for data collection and analy-
sis.  As Table 4.4 shows, schools in the analytic sample were more likely to be in districts located in towns or 
suburbs than dropped schools, to have a higher percentage of white students than dropped schools, serve 
fewer students, but also be located in communities with less advantaged socio-economic circumstances than 
dropped schools. However, rates of proficiency on state accountability assessments were roughly similar 
across the analytic and dropped samples. 
 

  Many of these same differences are observed be-

tween schools in the analytic sample and the relevant population of U.S. schools (defined here as any regular 
public school serving students in any of grades K-3).  Schools in the analytic sample are located in districts 
that are smaller than the average for schools in the relevant national population. Study schools are also more 
likely to be located in towns or a rural area than schools in the relevant national population, but the towns in 
which study schools are located are more socio-economically disadvantaged.  Compared to the average school 
in the relevant national population, schools in the analytic sample also serve about 100 fewer students in 
grades K-3, have about 20% more students eligible for free or reduced price lunch, and have lower percent-
ages of 3rd grade students scoring proficient or above on state assessments in the areas of reading and mathe-
matics. 
 

Table 4.4 also shows some differences be-

tween the schools included in the analytic sample and the relevant BURST subscriber population.  As of AY 
2016-2017, BURST subscriber schools were located in larger than average size districts, whereas the analytic 
sample comes from smaller than average size districts. Indeed, the difference in district size across the two 
groups is striking:  45,202 for the BURST subscriber population versus 8,410 for the analytic sample. Schools 
in the analytic sample are also located in less advantaged towns than schools in the BURST subscriber group, 
and these schools serve fewer students.  Schools in analytic sample serve proportionally more White students 
than schools in the relevant BURST subscriber population, but these students more likely to be eligible for 
free or reduced price lunch, and less likely to be scoring at or above proficiency on state assessments than stu-
dents attending schools in the relevant BURST subscriber population.  Finally, all but one of the schools in 
the analytic sample (96%) operate a school-wide Title I program, whereas 61% of schools in the relevant 
BURST subscriber population and 54% of schools in the relevant US population operate such programs.  In 
a school wide program, all students (not just identified students) are eligible to receive Title I funded services.  
 

 

 
This chapter described the processes of recruitment, random assignment, and attrition that produced the ana-
lytic sample for this study.  Although there was considerable attrition of schools from the study during the 

                                                           
7 State data for AY2016-2017 were obtained from data provided by SchoolDigger.com and by the Stanford Education 
Data Archive. 
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recruitment phase, the policies of the study team assured that attrition was roughly equal across schools as-
signed to treatment and control conditions.  For that reason, schools in the analytic sample were balanced on 
covariates measured prior to launch of the study in AY 2013-2014.  Equally important, balance in student 
characteristics was maintained across study years.  Attrition processes did, however, alter the composition of 
the study sample, as schools from bigger and more urban districts were more likely to be dropped from the 
study, and this resulted in a final analytic sample of schools that was more likely than relevant “target” popu-
lations of inferences to be in a socio-economically disadvantaged small town, serving higher percentages of 
white students eligible for free or reduced price lunch, who were somewhat less likely to score at or above 
proficiency levels on 3rd grade state assessments in reading and mathematics. 
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This section discusses findings on program implementation in schools participating in the BURST efficacy 
trial.  Two features of this trial make implementation processes an important topic of investigation.  To begin, 
the BURST efficacy trail involved an experimental manipulation in which both treatment and control schools 
were offered free services from Amplify.  In particular, control group schools were offered free access to (and 

training and support for) Amplify’s mClass: DIBELS Next formative assessment services, while treatment 

group schools were offered free training and support for mClass: DIBELS Next  plus BURST: Reading.   Im-
portantly, the provision of DIBELS services to control schools means that the control condition in the cur-
rent study is not a “business as usual” condition.  It was instead a “DIBELS only” condition, and for this rea-
son, we here examine how DIBELS was taken up in control group schools and how that compared to the 
ways in which DIBELS was taken up in control schools.  Beyond this issue, however, a second reason to be 
interested in implementation in the current study is that Amplify did not require treatment schools to imple-
ment the BURST program uniformly.  Rather, as discussed in Section 2 of this report, treatment schools were 
given considerable discretion to implement BURST in ways that suited their local contexts, just as they would 
have been had they purchased BURST in a market transaction with Amplify. For this reason, we might expect 
BURST program implementation in study schools to vary along a number of dimensions, including how 
much training and support treatment schools requested from Amplify, the personnel schools used to manage 
and deliver BURST instructional services, the percentage of students actually placed into BURST instruc-
tional groups, and the actual scheduling of BURST instruction for students.  Thus, potential for variability in 
BURST implementation is another reason why questions about implementation are important in this study 
and why, earlier in this report, we posed a number of research questions about BURST implementation in 
study schools.   
 

 
We begin our discussion of implementation with an analysis of data on schools’ uptake of the DIBELS as-
sessment services provided by Amplify as part of the study protocol.  Table 5.1 shows the relevant data.  
Over the four-year course of the study, there was uptake of Amplify’s offer of DIBELS services in both treat-
ment and control schools.  For example, Table 5.1 (next page) shows that 22 of 25 (88%) control schools and 
24 of 27(88%) treatment schools received at least one DIBELS training session from Amplify.  Table 5.1 
does show, however, that control schools received about one more DIBELS training over the four-year pe-
riod than did treatment schools (2.68 trainings on average for control schools vs. 1.68 trainings for treatment 
schools), and this difference is statistically significant (t  = -3.95, p = .000).  Despite this difference in uptake 
of training, however, the data in Table 5.1 show that control and treatment schools conducted DIBELS as-
sessments regularly over the four-year period of the study.  In control schools, for example, 87% of all stu-
dents were assessed at the beginning of the year and 92.5% were assessed in the middle of the year, while in 
treatment schools, those percentages were 89.8% for the beginning of the year and 95% for the middle of the 
year. This small difference was not statistically significant.  Thus, while the average treatment school received 
about 1 more DIBELS training over the course of four years than did the average treatment school, rates of 
DIBELS assessment were similar at treatment and control schools over the course of the four-year study.8 

                                                           
8 In year four of the study, we administered a survey to teachers in treatment and control schools to examine whether 
the professional development experienced by teachers (outside of that provided by Amplify) differed systematically 
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In addition to the Amplify offer of free training for DIBELS use to both treatment and control schools, Am-
plify offered treatment schools free training and support services for BURST throughout the four-year period 
of the study.  Amplify’s service delivery records show that 26 of the 27 schools in the treatment group availed 
themselves of this offer—with one treatment school not taking up this offer.  Table 5.2 (above) shows some 
relevant statistics about these services.  On average, schools in the treatment group were visited by Amplify 
staff on 6.8 occasions over the four year period of the study (with a range of 0 to 11 visits per school).  On 
average, 2.2 of these visits were for training in the use of BURST (range = 0 -5), while 4.5 visits were in sup-
port of BURST use (range = 0-8).  Most schools received one training early in the study and another at some 
later point, while support visits occurred over the course of the study. 
 

 
Over all four years of the study, we also charted how schools organized to assign students to BURST groups 
and deliver BURST instruction.  This work showed that two treatment schools (in the same district) never or-
ganized systematically to provide BURST instruction to students (although at least one teacher in each school 
did provide BURST instruction to students over the course of the study).  In addition, another three schools 
(in a single district) stopped systematically organizing for delivery of BURST instruction in the third and 
fourth years of the study.   
 
Table 5.3 (next page) shows the relevant data on how schools organized to deliver BURST instruction for 
students.  In the three schools that were organized for just two years and in the remaining schools 22 treat-
ment schools, we observed varying patterns of organization for BURST implementation.  In 18 of 25 schools, 
literacy coaches handled the assignment of students to BURST groups, while in 6 schools this was handled by 
classroom teachers, and in one school it was handled by the principal.  In 13 of 25 schools, classroom teach-
ers provided BURST instruction, while in the 12 other schools where BURST was systematically organized,  

                                                           
across treatment and control schools.  The results of that analysis (shown in Appendix C) showed no statistically signifi-
cant differences in the types or amounts of reading-related professional development experienced by treatment vs. con-
trol teachers in year four of the study. 
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literacy coaches provided BURST instruction.  In 15 of the 25 schools where BURST was systematically orga-
nized, BURST instruction was provided during the regular literacy block while in the other 12 schools, 
BURST instruction was provided during an intervention block.  Overall, nine of 25 schools had literacy 
coaches assign students to BURST groups and offer instruction in an intervention block, five schools had lit-
eracy coaches assign students to BURST groups and provide instruction in the regular literacy block, another 
five schools had literacy coaches assign students to BURST groups but had classroom teachers provide in-
struction during the regular literacy block, four schools had classroom teachers assign students to BURST 
groups and deliver instruction in the regular literacy block, and another four had classroom teachers assign 
students to BURST groups and deliver instruction during an intervention block.  Thus, as expected, there 
were varying patterns in how treatment schools organized to provide BURST instruction. 
 

  

 
We turn now to the question of how much BURST instruction was received by students in treatment schools.  
To address this question, University of Michigan used data gathered from Amplify’s mClass and BURST data 
systems during each of the four years of the study.  In any given year of the study, we used the mClass data 
system to obtain records of each student’s DIBELS score at the beginning, middle, and end of year assess-
ment points, and in what follows, we classified these scores into three groups at any given assessment point 
during a school year:  “Red” if a student’s score was well below the DIBELS grade-level/time of year bench-
mark for a time point, “Yellow” if a student’s DIBELS score was below (but not well-below) the relevant 
grade-level/time of year benchmark for a time point, and “Green” if a student’s DIBELS score was at or 
above the relevant grade-level/time of year benchmark.  In treatment schools, we then used the BURST data 
system to record the number of 10-day BURST cycles of instruction received by a student in Fall and Spring 
semesters, again doing so at each of the four years of the study.  When combined, these data allow us to de-
scribe whether nor not a student who was classified as Red, Yellow, or Green in a given semester received 
BURST instruction in that semester and how many cycles of BURST instruction were received by that stu-
dent during that semester.  Overall, when data from semesters are added together to get an annual observa-
tion for each student in any given year of the study, we have 26,813 distinct annual records for 14,165 unique 
students who spent at least one year during the study in one of the 27 treatment schools under study.   
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 The initial question we asked was about the percentage of students who actually received 

BURST instruction in any given semester of the study.  Those data are reported in Table 5.4 (next page).  As 
the table shows, schools did not serve all students, nor did they serve all students for whom the BURST pro-
gram is intended (i.e., students scoring Red or Yellow on DIBELS).  Instead, schools tended to give about 
equal priority to students classified as Red or Yellow in a given semester and to serve students classified as 
Green at much lower rates.  There is also a noticeable decline in service rates across years of the study.  In 
year one of the study, for example, a little over 50% of students classified as Red or Yellow received BURST 
instruction and about 13% of students classified as Green received BURST instruction.  By year four of the 
study, those numbers were around 35% for Red and Yellow students and 10% for Green students.   
 

 The data in Table 5.4 sug-

gest that schools were not able to serve all struggling readers, and in analyses not shown here, we further 
found that schools often served many students only for a single semester in a given year.  Because of this, we 
next asked about the amount of service students received across a year (not a semester).  Figure 5.1 (next 
page) shows some initial data relevant to this question.  The figure displays a histogram for each school in the 
study showing the distribution in number of BURST cycles per year for students (averaged across all years of 
the study).  What this figure shows is that the largest number of students in a school always receive no BURST 
instruction, but that among students who were served, there is a wide distribution of number of BURST cy-
cles received, both within the same school, and across schools. 
 
To better model this phenomenon, we developed two, related statistical models.  Both models use the same 
variables to predict the number of cycles of BURST instruction a student received in a given year, but one 
model includes only students who received BURST instruction in a year and the other is for all students.  
Both are straightforward linear mixed models in which the number of cycles (y) a student (i) in school (j) re-
ceived per year was seen as a function of whether or not the student had scored at the Red/Yellow level on 
DIBELS at any point in a year, the year of the study (year = 1, 2, 3, or 4), a student random effect, and a 
school random effect.  The results are shown in Table 5.5 (page 27).  In these models, the intercept is an esti-
mate of the average number of BURST cycles received by students who were classified as Red/Yellow in a 
year, there is a year effect, and one can obtain an estimate of the number of cycles received by a student who 
was always classified as Green by subtracting the always Green coefficient from the intercept.  The variance 
components are also relevant here.  The variance between schools can be used to understand mean differ-
ences in service levels across schools, the student-level variance can be used to understand variance in ser-
vices received among students within the same school, and the residual reflects variance in the number of re-
ceived BURST cycles across years of observation and other sources of prediction error.   
 
Let us begin our discussion of these statistical models by looking at left hand side of Table 5.5, which displays 
the results for served students.   The data here show that the average student who was classified as Red/Yellow 
during a given year and who also received BURST instruction in that year experienced 5.94 cycles of BURST 
instruction—about what Amplify recommends for a semester of service, but half what the company recom-
mends for a full year.  Importantly, the variance components suggest that this service level does not vary 
among students in the same school (variance = 0), but the amount of instruction received does vary: (a)  
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across years (residual variance = 9.16) and among schools (variance = 5.22).  Meanwhile, in the model for all 
students, we can see that any student who was classified as Red/Yellow in a given year is expected to receive 
4.15 cycles of BURST instruction.  This reflects the fact that not all students classified as Red/Yellow re-
ceived BURST instruction in a given year.  In this statistical model, there is considerable variance in service 
receipt—both across schools (variance = 2.21) and among students in the same school (variance = 1.28). 
 
Of the two statistical models in Table 5.5, the “all students” model provides the most relevant metric for 
measuring the amount of BURST instruction delivered by schools to struggling readers (i.e., students classi-
fied as Red/Yellow on DIBELS).  As we have seen, in any given year, schools do not serve all students iden-
tified as struggling readers, and when they do, schools vary in in the number of cycles of BURST instruction 
they provide.  The intercept in the “all students” model takes this into account.  It is the average level of a 
BURST instruction a Red/Yellow student can expect to receive in a given year.  Figure 5.1 (next page) pro-
vides a visual representation of the results from the all students model.  Each dot in the figure represents the 
random effect of each treatment school in the study, where the dot is the mean number of cycles of BURST 
instruction per year predicted for Red/Yellow students from the linear mixed model.  The error bar around  
each dot shows the variation in cycles of BURST instruction among students within the same school as pre-
dicted by the linear mixed model, where this error bar is set at +/- one standard deviation calculated from the 
within school variance.  The assumption in the model (and the figure) is that within school variance is the 
same in all schools. Looking at the figure, the reader will see that the average number of BURST cycles re-
ceived by students ever classified as Red/Yellow in a given year ranged from a low of about two cycles per 
year in the two schools at the far left of the figure to a high of about 7 cycles per year in two schools at the far 
right of the cycle.  Within a given school, the variance component for students shown in Table 5.4 (and the 
error bars in Figure 5.1) suggest that students at the same school are not likely to receive equal numbers of 
BURST cycles, even after controlling for DIBELS status at entry.  In fact, from the statistical model for all 
students in Table 5.5, we can see that within the average treatment school, 68% of Red/Yellow students will 
receive between 3 and 5.25 cycles per year in schools. So, there is variation in the expected number of 
BURST cycles per year received by struggling readers, both within and between schools. 
 
Accumulation of BURST Instruction across Years of Exposure to Treatment:  The data discussed so 
far described the expected number of BURST cycles of instruction a given student would be expected to re-
ceive in a given year (conditional on DIBELS status).  This is important data, but many students will stay in a 
BURST school over multiple years, and in that case, a student might receive BURST instruction in more than 
one year.  Figure 5.2 (page 28) shows the rate at which students accumulate BURST instruction across multi-
ple years of exposure to treatment.  In the figure, students are classified as Red, Yellow, or Green based on 
their DIBELS assessment score at entry into the study.  The figure then shows the expected number of 
BURST instructional cycles these different groups of students would be expected to receive at the end of one, 
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two, three, and four years of attendance at a treatment school in the study.   Recalling that 26 of the 27 treat-
ment schools operate school-wide Title I programs, we see that even students who entered a treatment school 
at or above DIBELS benchmarks can be expected to receive some BURST instruction as they continue in a 
treatment school, but much less than students who entered below and far below DIBELS benchmarks. 
 

 
It is now time to discuss the extent to which treatment schools in the BURST efficacy trial delivered BURST 
instruction at the “ideal” level recommended by Amplify.  We have just seen (in Table 5.5) that the average 
student scoring Red or Yellow in a given year is expected to receive less than the Amplify-recommended 12 
cycles (or 120 days) of BURST instruction per year.  Instead, Table 5.5, showed that a student classified as 
Red/Yellow in a given year and who actually received BURST instruction was expected to get about 6 cycles 
of BURST instruction.  However, since not all Red/Yellow students in a school actually received BURST in-
struction, a better metric for understanding how much BURST instruction struggling readers got in BURST 
treatment schools is to look at the average number of BURST cycles any student classified as Red/Yellow  

**Each dot represents the estimate for average number of BURST cycles received by Red/Yellow stu-

dents per year at a school.  Error bars are the within-school standard deviation of cycles received as esti-

mated from the model under the assumption that this is the same in all schools.  Plots are based on re-

sults from the “all students” model shown in Table 5.5. 
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was expected to receive in a year of the study.  From Table 5.5 (right hand panel), we estimated that Red/Yel-
low students averaged about four cycles (or 40 hours) of BURST instruction per year.  This is far lower than 
the 12 cycles (or 120 hours) per year of BURST instruction that Amplify recommends for struggling readers.  
In fact, as Figure 5.2 (above) shows, the average struggling reader in this study would not be expected to re-
ceive this level of BURST instruction until that student had been in a BURST school for four continuous 
years.  So clearly, on the basis of the data presented here, the average struggling reader in a treatment school 
in this study did not receive an “ideal” dose of BURST instruction in a given year.   
 
It is possible, however, that the levels of instruction provided to struggling readers in this study are about 
what would be expected under “routine” conditions to implementation.  To explore this issue, we acquired 
data from Amplify on the 651 schools serving any of grades K-3 who also subscribed to BURST: Reading in 
AY 2016-2017.  The characteristics of these schools and the differences between this group and treatment 
schools were described earlier (in Section 4) of this report.  In this section, we compare two pieces of data on 
BURST instruction that were present in the data we received from Amplify and that were also collected on 
treatment schools in the study.  The first piece of data was the percentage of students in a school who re-
ceived any BURST instruction in a given semester, which we averaged across grades and semesters for a given 
school.  The average is only for AY 2016-2017 for schools in the BURST user population, but the average for 
treatment group schools is taken across all four years of the study.  In the BURST user population, 15% of all 
students received at least 1 cycle of BURST instruction in AY 2016-2017 (s.d. =15%), while in treatment 
schools, that percentage was 25% of all students (s.d.= 15%).  So, treatment group schools provided BURST 
instruction to proportionally more students each semester than did the AY 2016-2017 BURST user group.  
However, none of the schools provided many students with what Amplify would consider to be the “ideal” 
number of BURST cycles.  In the BURST user population, the percentage of students receiving 12 cycles in 
AY 2016-2017 was about 2.5%, while in the treatment group schools in this study, that number was 3%.  
Again, the treatment schools offered 12 or more cycles of BURST instruction to proportionally more students 
each year than did the AY 2016-2017 BURST user group, although in both groups, the proportion is very 
small. 
 

0

2

4

6

8

10

12

14

16

Year 1 Year 2 Year 3 Year 4

Red Yellow Green



 

 

32 BURST EFFICACY TRIAL 

 
 
 

 

 

Care should be taken, however, before concluding that treatment schools in the current study provided more 
BURST instruction to students than would be expected under “routine” conditions of implementation.  A 
problem with that inference is that treatment group schools in the BURST efficacy trial differ in important 
ways from the AY 2016-2017 user group on several school-level characteristics that might predict BURST 
instructional provision at a school.  To test this idea, we used a Bayesian Adaptive Regression Tree (BART) 
model as discussed in Kapelner & Bleich (2013) to create an “implementation prognostic score” for treatment 
schools using data on the AY 2016-2017 BURST user group.  In this approach, a variety of school and dis-
trict demographic variables (described in Appendix B) were used to predict the percentage of students in the 
user group schools that received any treatment.  Once that model was fit, we applied it to the treatment group 
schools in order to get the model-predicted percentage of students expected to receive any BURST instruc-
tion given treatment school demographics.  Figure 5.3 (above) shows the results of that analysis.  In the left 
hand graph, the X (or horizontal) axis is the model-predicted percentage of students receiving any BURST 
instruction in a given year while the Y (or vertical) axis is the observed percentage (where the axes are on a 
logit scale for convenience of presentation).  Treatment schools are denoted by a black dot, whereas AY 
2016-2017 users are denoted by a gray dot.  Black dots above the reference line had a greater observed than 
predicted percentage of students receiving BURST instruction, while schools below had lower than expected 
provision.  The left hand graph shows two things.  First, treatment schools tended be at the higher end of 
predicted implementation, as shown by the location of black dots toward the right hand side of the graph.  
Second, 16 of 27 treatment schools were observed to provide more instruction than predicted by the BART 
model while 11 others showed lower than predicted observed values.  A cautious interpretation of these data 
is that the treatment group—as a whole—provided about the same amount of BURST instruction to students 
as would be expected under “routine” conditions of implementation (although some provided more than ex-
pected, and some provided less).  The graph on the right (above) is formatted in the same way as the graph to 
the left, but in this graph the X axis is the predicted percentage of students in a school who get a “full” set of 
12 BURST cycles in a year.  Note that a few treatment schools and many schools in the user population have 
an observed percentage that is at or near zero.  Moreover, note that treatment schools in the right hand graph 
are in the lower two-thirds of predicted implementation.  Still, the overall conclusion from this graph is the 
same as the conclusion from the left hand graph.  As a group, schools in the treatment group provided “full” 
amounts of BURST instruction at rates that approximate what would be expected under “routine” conditions 
of implementation (with some providing more than predicted and others providing less). 
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As a final check on BURST implementation in treatment schools, we had Amplify professional services and 
research staff use a fidelity of implementation checklist to observe the delivery of BURST instruction in 25 of 
the 27 schools.  The checklist had observers record a number of features of each BURST lesson they ob-
served.  We focus here on the low inference items on that checklist.  Each observer recorded the day of the 
BURST cycle being observed (day=1-10), the length of the BURST lesson observed, the extent to which ma-
terials for the lesson were present, and the extent to which the teacher followed the order of activities listed in 
the lesson script.  These last two variables were coded as low (1), medium (2), or high (3).  Overall, 6 different 
observers observed 382 BURST lessons across the schools—an average of 16 observations per school (range 
= 2 to 33).  The average BURST group size observed was 4.34 students (s.d. = 1.8), and the average day of a 
BURST cycle observed was 2.84 (s.d. = 1.48).  Across all lessons, teachers were observed using BURST mate-
rials (mean = 2.78, with 83% of lessons scored as 3).  Also, teachers overwhelmingly followed the order of 
the lesson script (mean = 2.83 with 86% of lessons scored as 3).  Thus, the data suggest that the major differ-
ence in program implementation across schools was not how teachers acted when delivering instruction in 
BURST groups, but rather the amount of BURST instruction students received in different schools.  
 

 
This section reported data on the extent to which treatment and control schools took up Amplify’s offer of 
free training and services and how treatment schools organized the delivery of BURST instruction to stu-
dents.  The data showed that both treatment and control schools tested students with DIBELS at the same 

rates ( 98%).  But there was strong evidence that treatment schools differed in how they organized and de-
livered BURST instruction.  Two treatment schools never organized systematically to deliver BURST instruc-
tion and served very few students.  The remaining 25 treatment schools organized the BURST program dif-
ferently, assigning different personnel the roles of grouping students for BURST instruction and delivering 
instruction.  Schools also differed in whether they delivered BURST instruction during the regular reading 
period or an intervention period.  Overall, treatment schools began the study by delivering BURST instruc-
tion to about 50% of their struggling readers, but this percentage declined across years of the study.  There 
also was a great deal of variation across schools in how much instruction the average “struggling reader” re-
ceived.  In the average school in the study, a student classified as Red or Yellow on DIBELS could expect to 
receive just over 4 cycles (or 50 hours) of BURST instruction in a given year.  While this is below Amplify’s 
recommended provision of 12 cycles per year, it is about what would be expected under “routine” conditions 
of implementation. 
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6 ANALYSIS OF BURST PROGRAM EFFECTS ON  
STUDENT ACHIEVEMENT OUTCOMES  

 
This section describes how we formally tested a series of hypotheses about the effects on students’ early 
reading achievement of attending a school assigned to the BURST treatment.  To do so, we briefly review the 
study design, describe the student achievement measure that serves as the study outcome, list the formal 
hypotheses to be tested, and describe our strategy for estimating treatment effects.  We then present the 
results of a set of statistical tests of hypotheses about BURST treatment effects on students early literacy 
learning.     
 

 

  The reader will recall that the BURST efficacy trial was conducted as a 

cluster randomized field trial in which two treatments were randomly assigned to schools using procedures 
described in Section 4 of this report.  The treatment of interest in the study was free access to services and 
training for use of Amplify’s BURST: Reading program, a supplemental reading program intended for use 
with struggling readers (as described in Section 2 of this report).  The other treatment, which we call the 
control condition, was free access to Amplify’s mCLASS: DIBELS Next assessment services and training 
opportunities.   
 
As discussed in Sections 2 and 5 of this report, Amplify did not require schools to implement either DIBELS 
or BURST in a standardized fashion, and so the efficacy trial discussed here took the form of what is 
sometimes called an “encouragement” design, where the term is used to denote that the experimental 
manipulation takes the form of encouragement to use a treatment, not a supervised and uniform application of a 
treatment.  As discussed in Section 5 of this report, both treatment and control schools implemented 
treatments that involved use of DIBELS testing, where treatment and control schools administered DIBELS 
assessments at similarly high rates).  Among BURST treatment schools, however, there was variation in how 
much schools took advantage of BURST training and support services, in how treatment schools organized 
to manage and deliver BURST instruction, and in the average number of BURST instructional cycles offered 
to students.  On average, however, we showed in Section 5 of this report that treatment schools tended to 
provide about the amount of BURST instruction that would be expected to be delivered to students had 
these schools been implementing the program under “routine” conditions of implementation. 
 

  The study was launched in AY 2013-2014 when Amplify began offering free services 

to treatment and control schools.  Free service were then offered for four consecutive years, ending in 2016-
2017.  During this time period, the research team gathered data on the administration of DIBELS tests to all 
students in grades K-3 in control schools, and the study gathered data on provision of BURST services to all 
students in grades K-3 in treatment schools.  Any student enrolled at a study school in grades K-3 during the 
entire study period was considered eligible for data collection, and data were collected on students 
continously over the study period.  In all, data were gathered on 26,907 unique students, with the average 
student contributing 1.89 observations to the study.  Of the 26,907 students in the study, 13,572 were in 
treatment schools only (and contributed an average of 1.92 observations per student), 13,969 students were in 
control schools only (and contributed an average of 1.87 observations per student), and 634 students crossed 
over from treatment to control or vice versa and were assigned for analysis purposes to treatment or control 
conditions depending on the assigned status of the school where they were first observed. 
 
Figure 6.1 (next page) shows how the student sample developed over time and why the expected number of 
observations per unique student naturally varies across students, both as a function of attrition from the study 
and as a function of when a student first entered the study.  The figure also shows the number of students  
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

 
 

enrolled at all schools in a given year (and thus eligible for outcomes data collection) and the number of 
students on whom outcome data were actually collected that year.   
 
Figure 6.1 shows quite clearly that we have repeated observations on (most) students, but the number of 
observations per student varies as a result of the study design.  Moreover,  the reader can easily see why, as a 
result of the study design, we have more data points on students after one and two years of followup than 
three and four years of followup.  Indeed, about 50% of all student data come after just one year of followup, 
another 30% come after two years of followup, 16% come after 3 years of followup, and only 4% come after 
4 years of followup.  The reader will also note from Figure 6.1 that about 77% of enrolled students were 
assessed on the outcome measure in any given year.   However, no effort was made in this study to impute 
missing outcomes data for students not assessed, in part because the data on differential attrition shown in 
Table 4.3 of this report did not show a pattern of differential attrition across treatment and control students.  
As a result, analyses presented below are conducted only on those students for whom outcome data is 
available. 
 

 
Outcome assessments were adminsistered at school sites during a specified Spring testing window each year.  
In most cases, schools were responsible for administration of the outcome assessment, but in some schools 
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(where compliance to the study’s test administration protocol proved difficult to achieve), Amplify staff 
managed the assessment process.  The outcome assessment used in this study was STAR Early LiteracyTM, a 
standardized assessment developed and sold by Rennaisance Learning, Inc.  A complete description of this 
assessment can be found in the STAR Early LiteracyTM Technical Manual (available here:  
http://doc.renlearn.com/kmnet/ r004384710gj119f.pdf). 
 

 STAR Early LiteracyTM (SEL) was developed for use with students in grades K-3 and is used to 

assess student knowledge in 11 areas, including: the alphabetic principle, concept of word, visual discrimina-
tion, phonemic awareness, phonics, structural analysis, vocabulary, sentence-level comprehension, paragraph-
level comprehension, and early numeracy.  Each of these areas is further defined by component skill sets (e.g., 
phonemic awareness is defined by 11 skill sets such as blending phonemes and phoneme segmentation), and 
each skill set is further decomposed into discrete skills around which item banks have been developed (e.g., 
phoneme segmentation is defined by segmenting syllables in single-syllable words and segmenting syllables in 
multi-syllable words).  The content areas tested by SEL cover four of the five key skills identified by the 
National Reading Panel (NRP) as being associated with successfully learning to read in the early stages of 
literacy acquisition.  The only NRP skill domain not assessed by SEL is reading fluency. 
 

SEL is a computer adaptive assessment.  Students interface with a computer to take the 

test, and test software provides students with the verbal instructions and visual input need to understand and 
respond to each question so a proctor is not needed to read questions aloud to students or record student 
repsonses.  Items are administered to students through a process of adaptive branching, a process that gives 
items to students based on their previous item responses such that students generally answer items at a rate of 
about 70% correct.  A test session includes instructions for taking the test as well as administration of 27 
items per student.  Items have time limits established using latency data from a large calibration sample, and 
students who time out on an item are scored as having an incorrect response.  Test sessions are expected to 
be 8 to 15 minutes in length (including test instructions).   As discussed above, testing for this study was 
conducted during a common Spring time period across years of the study.  In most cases, Amplify notified 
schools of the testing period, allowed schools to administer the assessments, and then monitored test 
completion rates, although in a few schools, test administration was directly conducted by Amplify 
researchers.  Student test-taking rates by year and grade varied between a low of 70% of enrolled students in 
grade K taking the assessment in year two of the study to a high 83% of eligible students taking the test in 
grade 1 of the third year of the study,  with a median of 77% of eligible students taking the outcomes 
assessment at any grade/ year of the study. 
 

 The SEL scale score provided by the test publisher for a given 

student in a given year was used as the outcome measure in this study. The scale score is a global measure of 

a student’s early reading ability based on the  obtained from the publishers application of Item Response 

Theory to the data.  The raw ’s can range from -6.00 to +6.00 and scale scores will range from 300 to 900.9   
 

  Based on calibration sample data, the publishers report a split half reliability 

of .91, and a “generic” reliability .92 (where generic reliability is defined as [1 – (2error/2total)].  In this 

formulation, 2total is the total variance in test scores and 2error is defined as 
1

𝑛
∑ 𝐶𝑆𝐸𝑀𝑖

2 where CSEM is the 

conditional standard error of the estimated  for a student as obtained from the publisher’s IRT model.  The 
publisher reports the expected relationships among scale scores and grade levels of students, as well as 

                                                           
9 In year X of the study, some schools inadvertently administered the STAR Reading test to their students.  This led to 
the inclusion in our outcomes data set of a few hundred students with STAR Reading not STAR Early Literacy test 
scores.  In these cases, we used dummy variable coding to adjust for the fact that the student had a STAR Reading score.   

http://doc.renlearn.com/kmnet/%20r004384710gj119f.pdf
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correlations of SEL scores to other commonly administered tests of early reading ability that are within the 
expected range ( where the average correlation between external tests and SEL is .59).

 

 
With SEL as the outcome of interest, we turn now to our hypotheses about the effects of BURST reading on 
students’ early literacy learning.  In what follows, we first describe our theoretical model of how the BURST 
program might operate to produce effects on student learning and then describe in informal terms a set of 
hypotheses tested with study data. 
 

  The study assigns schools to BURST treatment and then seeks to assess the effects on 

students’ early literacy learning attributable to attendance at a treatment school.  We argue that treatment 
schools affect students’ learning as a result of provision of BURST instruction to students, where provision 
of BURST instruction is assumed to increase students’ early literacy achievement in one of two ways.  One 
way students experience a program effect is as result of directly receiving BURST instruction.  A second way 
students experience a program effect is as a result of exposure to BURST instructed peers.  These peer effects 
could occur, we argue, because students who receive BURST instruction become better learning partners to 
their non-instructed peers.  As a result of these processes, we expect assignment of the BURST treatment to 
schools to lead to increases in achievement for all students attending BURST schools.  Our analyses of imple-
mentation data discussed earlier, however, show that “struggling readers” (i.e., students who score well below 
or below grade-level/time of year DIBELS benchmarks) tend to receive more cycles of BURST instruction 
than students who score at or above DIBELS benchmark, so in addition to testing for an average effect 
across all students, we also test for treatment effects conditional on a student’s status as a struggling reader or 
not.  We further expect BURST effects to accumulate over time as a result of repeated exposure to treatment, 
where continuous enrollment at a treated school increases the odds of a student getting direct treatment and 
exposes all students to increased numbers of treated peers.  This leads us to examine the effects of treatment 
on outcomes for the subgroup of pupils in our sample who were in continuous enrollment at a treatment 
school for three or four years.  Finally, if the BURST program improves student achievement through the 
process of exposure to treatment, we should not expect the program to have effects on students who attend 
non-compliant schoools (defined here as schools that are predicted on the basis of an out-of-sample prog-
nostic model to provide less than 1% of students with the ideal dose of 12 cycles of insruction per year).  
Therefore, we separately test the effect of enrollment at a treatment school on learning outcomes using only 
the sample of students who were enrolled at a treatment school that was expected to be compliant (as defined 
above). 
 

.  Our theoretical model leads to a set of null hypotheses to be subjected to statistical tests.  These 

are presented in formal terms along with a full description of the specific estimation strategy to be used to 
test these hypotheses in Appendix A.  For now, we simply state the hypotheses in null form without reference 
to the specific estimation or hypothesis testing approach we used.  The hypotheses refer to the effects of 
BURST treatment—where treatment is defined as attendance at a school assigned to BURST as part of the 
current study.   
 
The first set of hypotheses are intended to test for a positive and negative effect of attending a treatment 
school on average, that is, for all students.  They are thus hypotheses about what are often called average 
treatment effects (ATE) in the research literature.  The hypotheses about average treatment effects are: 
 

 H1:  The effect of BURST treatment on average = 0, to be tested against the alternative hypothesis 
(K1) that the average effect of BURST treatment is > 0.  This a test for a positive benefit (on 
average) of attending a BURST school. 
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 H2:  The effect of BURST treatment on all students = 0, to tested against the alternative hypotheses 
(K2) that the effect of BURST treatment is < 0.  This is a test of whether or not the treatment is 
harmful to achievement (on average). 

 
The next set of hypotheses refer to what are often called conditional average treatment effects (CATE) and in 
our study concern the effects of BURST treatment (on average) for certain subgroups of students.  The first 
set of hypotheses concern BURST effects on “struggling readers.”  To simplify wording, let us define as 
“Red” any student whose DIBELS score falls well below DIBELS grade/time year benchmarks, “Yellow” as 
any student whose DIBELS score falls below (but not well below) DIBELS grade/time year benchmarks, and 
“Green” as any student whose DIBELS score falls at or above DIBELS grade/time year benchmarks.  The 
hypotheses here concerning “struggling readers” are: 
 

 H3:  The effect of BURST treatment on the achievement of students who scored Red when they 
were first tested as part of this study by DIBELS = 0, to be tested against the alternative hypothesis 
(K3) that the effect for this group of students is > 0.  

 

 H4: The effect of BURST treatment on the achievement of students who scored Yellow when they 
were first tested as part of this study by DIBELS = 0, to be tested against the alternative hypothesis 
(K4) that the effect for this group of students is > 0. 

 

 H5:  The effect of BURST treatment on the achievement of students who scored Yellow on 
DIBELS at any time in the study = 0, to be tested against the alternative hypothesis (K5) that the 
effect for this group of students is > 0.   

 
The next set of hypotheses are about “Green” students.  The reader will recall that BURST is intended for 
struggling readers and that “Green” students generally receive less BURST cycles of instruction than other 
students.  For this reason, we want to assess the effects of BURST on this group.  We also want to guard 
against the possibility that BURST is actually harmful for these students, as it might be if providing BURST 
instruction to students somehow drains instructionally-relevant resources from the regular reading program 
or from programs for gifted students.  The hypotheses here are: 
 

 H6:  The effect of BURST treatment on the achievement of students who scored  Green when they 
were first tested as part of this study by DIBELS = 0, to be tested against the alternative hypothesis 
(K6) that the effect for this group of students is > 0. 

 

 H7:  The effect of BURST treatment on the achievement of students who scored  Green on 
DIBELS at all time points study = 0, to be tested against the alternative hypothesis (K7) that the 
effect for this group of students is > 0. 
 

 H8:  The effect of BURST treatment on the achievement of students who scored  Green on 
DIBELS at all time points study = 0, to be tested against the alternative hypothesis (K8) that the 
effect for this group of students is <  0. 
 

The final set of hypotheses are about exposure to treatment, once again expressed as CATE-type hypotheses.  
One hypothesis is about the group of students who were continuously exposed to BURST treatment, as 
measured by their continuous attendance for 3-4 years at a treament school, the second is about the group of 
students who attended schools that complied with their BURST treatment assignment (i.e., the group of 
students who were at schools predicted to deliver 12 cycles of instruction to at least 1% of their students, 
based on school characteristics during the two years prior to the first year of the study).  The hypotheses here 
are: 
 



 

 

39 BURST EFFICACY TRIAL 

 H9:  The effect of BURST treatment on the achievement of students who were in continous 
attendance at treatment school for three or four years = 0, to be tested against the alternative 
hypothesis (K9) that the effect for this group of students is > 0. 

 

 H10:  The effect of BURST treatment on the achievement of students who attended a school that 
was predicted to comply with assignment to BURST treatment = 0, to be tested against the 
alternative hypothesis (K10) that the effect for this group of students is > 0. 

 

 
The hypotheses just stated are about whether or not the causal effect of BURST on the early literacy 
outcomes of students is greater (and in some cases less) than 0 for some defined group of students who 
attended treatment schools in our study.   In H1 and H2, for example, we are interested in the effects of 
BURST for all students in treatment schools (i.e., the ATE), while in other hypotheses, we are interested in 
the effects of BURST on student achievement conditional on the value of some student covariate (i.e., the 
CATE).   
 

Peters-Belson Approach to Estimating Treatment Effects.  Researchers often estimate the effects of treat-
ment on a focal outcome by taking the difference in mean outcomes between treatment and control groups, 
sometimes with adjustments for pre-treatment covariates in order to improve statistical precision.  We imple-
mented a variant of this approach arising in the work of Peters, Belson and others.10  In this approach, we 
regress control group student outcomes for any observation i on the covariates of the student who provided 
that observation and then estimate the treatment effect as: 
 

𝐴̂𝑃𝐵 = Avg(𝑦𝑖1 − 𝑦̂𝑖0 | 𝑧𝑖 = 1) −  Avg𝑤(𝑦𝑖0 − 𝑦̂𝑖0 | 𝑧𝑖 = 0). 

 
In this equation, 𝑧𝑖 is an indicator of assignment to treatment rather than control, yi1 and yi0 denote student 
responses observed following assignment to treatment or to control conditions, respectively, and 𝑦̂𝑖0  repre-
sents the regression model’s prediction of how the same student would have responded if, potentially counter 
to fact, she had been assigned to control.  Further, Avg(⋅) denotes a simple average, whereas Avg𝑤(⋅) denotes 
a weighted average.11 When we estimate effects realized within a student subgroup (e.g., the subgroup of stu-
dents whose entering DIBELS scores suggest they are a struggling reader), we additionally restrict both of 

                                                           
10 For a discussion of PB estimates of causal effects, see Peters, C. C. (1941). A method of matching groups for experi-
ment with no loss of population. The Journal of Educational Research, 34(8), 606-612 and Belson, W. A. (1956). A technique 
for studying the effects of a television broadcast. Applied Statistics, 195-202.  Peters’s and Belson’s techniques correspond 
to taking an average of response-minus-predicted differences over the treatment group only, without our subsequent 
subtraction of a weighted average calculated over the control group. In the case of our main effect estimate and several 
subgroup estimates, however, the control group’s weighted average is 0 or nearly 0, making our estimates very close to 

those of Peters’s and Belson’s methods; thus the labeling of our estimates with “P” and “B”, as in “, 𝐴̂𝑃𝐵.” 
11 The weights used are inverse odds-of-treatment weights, which in this study differ from 1 only in the case of students 
entering the study through the one control school that was randomized as part of a triple along with two treatment 
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these averages to that subgroup.  Note further that the superscript “PB “in 𝐴̂𝑃𝐵is used simply to denote that 
we are taking a Peters-Belson-like approach in estimation.  Intuitively, we are estimating the effect of treat-
ment on treated, where this effect is estimated as the difference between the outcomes students in the treat-
ment group actually obtained versus what they would have been expected to obtain had they been in the con-
trol group.   Appendix A provides full details of the PB-type estimates we used in our data analysis.  For now, 
we provide a brief discussion of how these were obtained. 
 

Our PB estimate for the average effect of BURST on students in treatment schools (𝐴̂𝑃𝐵) was arrived at in 
five steps:  (1) In the initial step, the collection of SEL outcomes observed for control group students in the 
study were regressed on a set of covariates for these students.  In this step, we have one or more observations 
of SEL outcomes per student, and at each observation point, we predict that student’s time-specific SEL out-
come from student-specific covariates such as a student’s DIBELS score at time of entry into the study, the 
student’s gender, age, grade, state location, and various interactions, where missing values on covariates are 
replaced by means after addition of dummy indicators for missingness on each covariate.  The output of this 
regression analysis is provided in Appendix B.  (2) In the next step, the coefficients from this regression 

model are used to “predict” the outcomes of all students, producing a 𝑦̂𝑖0 for each observed SEL score.  (3) 
In the next step, for each student observation, a “PB residual” is calculated as the difference between the ob-
served outcome and the predicted outcome. (4) Separately within treatment and control groups, means of re-
siduals are calculated. (5) The average effect of treatment on treated is estimated by subtracting this weighted 
mean of PB residuals for the control group from the mean of PB residuals for the treatment group.   
Recall from the discussion of hypotheses to be tested during analysis that we are interested in averaging PB-
type estimates across all students and across subgroups of students.  When effects are being estimated for a 
subgroup, only residuals associated with the subgroup contribute to these means. Note also, that for hypothe-
sis testing (only), we will be applying one of four additional weights to each observation depending on 
whether it is the first, second, third or fourth year of measurement of the student in question.  These weights 
are described in the next section.  
 

.  With PB estimates in hand, we proceeded to test the series of hypotheses listed earlier. 

These are one-sided tests of the null hypothesis of no effect, which we conducted as permutation tests 
controlling for family-wide error rates. The test statistic for the overall average effect is: 
 

 
 

For all other hypotheses, simply add a subscipt to the 𝐴̂𝑡
(𝑃𝐵)

 term to denote the subgroup over which the 
average is taken.  Note that these are weighted averages, which is natural given the different numbers of 
observations at each followup point (t) in the study.  In a subsidiary analysis (not shown here), we found the 
form of these weights (𝑤̂𝑡: 𝑡 = 1, … , 4) that maximizes power to reject 𝐻1 should effects at different followups 
be consistent with our theory of how the BURST program affects student learning.  Assuming BURST 
effects on student learning are cumulative and proportional to students served, these optimal case weights are  

determined jointly by the covariance of the four time-specific effect estimates (𝐴𝑡
{(𝑃𝐵)}

: 𝑡 = 1, … ,4) and by 

students’ probabilities of having been classified as Red or Yellow over the course of being observed, 
conditional on their assignment to the control group and on being observed over t years.  All of this is 

discussed in more detail in Appendix A.  Suffice it to say here that the (𝑤̂𝑡: 𝑡 = 1, … , 4) in the formlua above  
 

                                                           
schools; these students receive a weight of 2.  For all other students this weight is 1, because all other control schools 

were assigned in pairs, with a priori probability 
1

2
 of assignment to treatment. 
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



 
are estimates of these optimal weights calculated using sample-based estimates of the covariances and 
conditional probabilities just referred to.  
 
With the test statistic in hand, reference distributions for the test statistic were tabulated by conducting 64,000 
permutations of the variable recording the treatment/control distinction, then re-calculating all weights, 
models and differences of differences after substituting the permuted for the original treatment vector. Here 
the permutations take into the account the clustering of observations within students and schools and the 
blocking structure of random assignments.  Full details of the permutation procedures, including how they 
controlled familywise error are provided in Appendix A.  

 
Table 6.1a (above) presents the average PB estimates for different groups of students in treatment schools 
after a given number of years of followup and as averaged across all observations.  In the table, these 
estimates are reported in SEL scale score points.  An overall effect size is also presented, which is Cohen’s 
Dsd.  This effect size expresses the “all observations” PB estimate as a decimal fraction of the pooled, within-
grade standard deviation of SEL test scores in our sample, which is 97.3.   
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The reader will immediately see that none of the estimated effects of BURST on students’ early literacy 
achievement is large.  Take, for example, the data reported in the first row of Table 6.1a, which reports PB 
estimates at different followup points for all students in the treatment group.  At the end of one year in the  
study, students scored on average 1.07 SEL scale score points higher than would be predicted had they been 
in the control group, and as years of followup increase, the PB estimates vary around zero such that, over all 
years, the average PB estimate is just .03 scale score points or a Dsd of essentially zero.  The results are not 
much different for any of the subgroups either.  The highest PB estimates appear in the first year of the study 
for Yellow students—but these are small in both absolute terms (about 5 or 6 SEL scale score points) and  
 not confidently different from zero.  In fact, no effects are large (in either a positive or negative direction), 
and when averaged across all years of the study, the effects on all or any group of students of having been in a 
BURST treatment school are never larger in terms of Cohen’s Dsd than .02.    Given the size of these effects, 
the significance test results shown in Table 6.1b are expected.  Not a single test confirmed that BURST 
treatment effects were greater than (or less than) 0 for any group of pupils on whom a hypothesis was tested. 
 

 
Our theory of the BURST program and how it might affect students’ early literacy learning implied that 
BURST effects should be larger in schools that provide more BURST instruction to students.  As a result, we 
conducted an exploratory analysis of this issue.  The analysis is exploratory because schools in this study were  
not randomly assigned to provide more or fewer cycles of BURST instruction, and so any correlation that 
arises between a school’s allocation of more or fewer BURST cycles and PB estimates of program effects 
could be due to some omitted variable that acts as a “common cause” of both student achievement and the 
amount of BURST instruction offered to students.  In particular, we can imagine the possibility that some 
schools have more capacity than others to mount high quality instruction and that this unobserved capacity 
affects both how many cycles of BURST instruction they offer to schools and PB effect estimates.  With that 
caution firmly in mind, we now report on the correlation between school-level PB estimates of BURST 
effects and the average number of cycles of BURST instruction offered to students in a school. 
 
Figure 6.2 (next page) presents four scatterplots of these data.  In the left hand scatterplots, all treatment 
schools are in the data; in the right hand scatterplots, the 2 schools predicted to be non-compliers are omitted 
from the data.  In all graphs, the X (or horizontal) axis is the average number of cycles of BURST instruction 
offered to students per year, while the Y (or vertical) axis re-scales the PB estimates as standardized effect 
sizes (as was done in Table 6.1a).  The reference line in each scatterplot is the least squares regression line.  
All of the scatterplots show a positive correlation between average BURST cycles provided to students and 

PB effect estimates.  In the “all schools” samples on the left, the rank order correlation (Kendall’s τ) between 
these variables is around .40 for all students.  On the right, it is .38 for Red/Yellow students.  In the “compli-
ers only” sample on the right hand side, the rank order correlation is around .35 for both scatterplots. There 
is thus a small, positive relationship between average cycles of BURST instruction offered and school average 
PB estimates.  But none of the scatterplots suggest that within the experimental sample, an increase in the av-
erage number of cycles of BURST instruction offered at a school was accompanied by substantial increases in 
program effects.  Indeed, from the reference line, it can be seen that at the lowest levels of implementation, 
the expected PB estimates are just below zero, while at the highest levels of implementation, the expected  
 
PB estimates are around .10 (implying a standardized effect size at this point on the regression line of around 
Dsd = .10).  Bear in mind that the scatterplots are presented without confidence intervals on estimates, so we 
cannot confidently say that effects observed at any point on the reference line are confidently different from 
zero.  We can, however, conclude that expected PB effects are quite small at all points on the regression line, 
implying that schools that offer more BURST instruction on average are not expected to increase students’ 
early literacy learning by much more than would be observed in schools that used only DIBELS as a forma-
tive assessment within their instructional programs. 
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The analyses presented in the last section strongly suggest that BURST: Reading had no discernable positive 
(or negative) effects on the early literacy achievement of students attending schools assigned to the BURST 
treatment as part of this study.  Indeed, across all four years of the study, the effects on all students who at-
tended a BURST treatment school, the effects for “struggling readers” who attended a BURST treatment 
school, the effects for students who were at or above grade level in early reading skills and who attended a 
BURST school, the effects for students who attended BURST schools for three to four years continuously, 
and the effects for students who attended schools that were predicted to comply with their assignment to 
BURST treatment were never confidently greater (or, in cases where an additional statistical test was con-
ducted, confidently less) than zero for any group of students considered.  We now discuss the larger infer-

ences we think readers can make from these findings about the effectiveness of the BURST: Reading pro-
gram. 
 

 
The effects just described are based on a statistical model comparing the early reading of achievement of stu-
dents at BURST schools to what that statistical model predicted those same students would have achieved 
had they been in a control school in the study.  Importantly, in the current study, the control condition was 
not a “business as usual” control group but rather a control group of schools in which students were tested at 
similarly high rates with DIBELS as in the treatment group.  When readers discuss the effectiveness of the 
BURST program, they should therefore keep the nature of the control group firmly in mind.  In the current 
study, we found that the added benefit of using BURST over and above a process of universal screening with DIBELS 
was negligible.   
 

 
The reader will also recall that, in all treatment schools in this study, BURST instruction was offered to stu-
dents at rates that were below what the vendor (Amplify) considers ideal.  As discussed in Sections 2 and 5 of 
this report, Amplify recommends that schools offer struggling readers 12 cycles of BURST instruction a year.  
In this study, however, the average student who received BURST instruction in a given year was exposed to 
just 6 cycles of BURST instruction in that year.  Moreover, not all struggling readers received BURST ser-
vices.  In this light, the BURST Efficacy trial reported here should not be considered a test of how effective 
BURST is under “ideal” conditions of implementation.  Rather, it is a test of how effective BURST instruc-
tion is when implemented under more “routine” conditions of implementation such as would be observed in 
schools that purchase BURST in a market transaction with Amplify and use it according to local capacity and 
circumstances.  Indeed, in Section 5 of this report, we offered evidence of how average patterns of BURST 
implementation in treatment schools resembled average patterns of use observed in similar schools that had 
purchased BURST outside the current study and were using it under routine conditions of implementation in 
AY2016-2017.  The point to be taken from that analysis is that when readers discuss the effectiveness of the 
BURST program, they should keep firmly in mind that this study found the added benefit of using BURST 
over and above a process of universal screening with DIBELS was negligible under “routine” conditions of imple-
mentation. 
 
The findings on levels of BURST service provision in treatment schools warrant further discussion.  Amplify 
advises schools to offer BURST instruction to all struggling readers, and over the course of the year, Amplify 
suggests that struggling readers get 6 cycles of BURST instruction a semester or 12 cycles of instruction per 
year.  This advised pattern of BURST implementation is certainly feasible within the normal school calendar 
and can be achieved by offering identified students supplementary reading instruction 2-3 times per week 
(even allowing for weeks when no supplementary instruction is offered). But, as Figure 6.2 showed, only two 
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schools in the treatment group offered this level of BURST instruction to their struggling readers, while most 
schools offered less. A problem that needs to be taken up, then, to explain why there was a pattern of “less 
than ideal” patterns of service provision in treatment schools.   
 
One plausible explanation—and the one we elaborate on here—is that patterns of BURST service provision 
observed in study schools resulted from the resource constraints schools faced.  On this view, study schools 
had more struggling readers than they had the capacity to serve at levels of service provision recommended 
by Amplify.  We know from the data reported in Table 5.4, for example, that in the peak year of service deliv-
ery (year one of this study), the average school managed to provide BURST instruction to a little more than 
50% of struggling readers in a given semester and we know from other data, that many students served in the 
first semester were not served in the second semester of a given year.  This looks to us, then, like a pattern of 
“rationing” in which study schools could allocate all students in need of services to functioning BURST 
groups for lack of resources and that, as a result, study schools attempted to strike a balance between serving 
fewer students with more cycles versus serving more students with fewer cycles.  The potential problem of 
“rationing,” then, is all the more reason to report this study as having found that under “routine” conditions of 
implementation the added benefit of using BURST over and above a process of universal screening with 
DIBELS was negligible.  Moreover, the reader should understand that this statement draws no conclusions 
about the effects of using BURST under “ideal” conditions of implementation.  The current study did not 
conduct a test for the effects of BURST under ideal conditions. 
 

 
The idea that routine conditions of implementation involve constraints on BURST provision raises another 
issue that should be taken into account when reporting the results of this study.  As discussed in Section 3 of 
this report, the collection of schools in the BURST treatment group was not representative of all schools in 
the U.S., nor was it representative of all schools that had purchased and were using BURST in AY 2016-2017 
(i.e., the BURST “user population”).  On average, schools in the treatment group were located in communi-
ties that were poorer than both the average U.S. community and the communities in which BURST user 
group schools were located.  In addition, schools in the treatment group were located in smaller school dis-
tricts than both the average U.S school district and the average district in which BURST user group schools 
were located.  Finally, students in treatment group schools were lower achieving than students in both the av-
erage U.S. school and schools in the BURST user group.  All of this could account (in part) for the pattern of 
rationing discussed above, as well as for why, in comparison to schools in the BURST user group, treatment 
grou8p schools in this study were at the higher end of percentage of students receiving any BURST instruction 
but at the lower end of percent of students receiving a “full” dose of BURST reading cycles.  Being located in 
poor communities with high percentages of poor, lower achieving students, treatment schools seemingly “ra-
tioned” the allocation of BURST instruction to struggling readers.  For this reason, it makes sense to view the 
results of this study as suggesting that in schools located in small school districts, in poor communities, with high percent-
ages of lower achieving students, the added benefit of using BURST (over and above a process of universal screen-
ing with DIBELS) was negligible under routine conditions of implementation.  
 

 
Finally, let us consider the implications of this study for the larger question of how to improve the early liter-
acy learning of “struggling readers”—especially struggling readers living in poor communities served by 
smaller school districts in which schools have many struggling readers and are using DIBELS as a universal 
screening tool.  In this situation, schools have many choices for the kinds of curricula they might purchase for 
use in their supplementary reading programs and in how they use that curricula with different groups of pu-
pils.  The data presented here suggest that the use of the BURST curriculum and student grouping algorithm with strug-
gling readers is likely to be no better or worse a choice than the use of alternative curricula and grouping practices that schools 
might use and, thus, that a decision about whether or not to purchase and use BURST under routine conditions 



 

 

46 BURST EFFICACY TRIAL 

of implementation can, without much consequence for student achievement, be made on the basis of instruc-
tional preferences and cost considerations. 
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The goal of this appendix is to provide more detailed information on the implementation prognosis score. 
The implementation prognosis score was intended to predict a school’s typical usage of the Burst program, 
based on the population of all Burst users contained in the M-CLASS data system. After training the model in 
the population of Burst users, the model was used to predict implementation across all schools. Because the 
goal was prediction accuracy, we chose the machine-learning algorithm Bayesian Additive Regression Trees 
(BART; Kapelner & Bleich, 2013), which shows good prediction quality across a range of different problems. 
BART models are a type of sum-of-trees ensemble method using fully Bayesian probability models. We used 
100 trees and other default function parameters (after checking with cross-validation that these were optimal). 
BART models were run in R using the bartMachine package. More information about these models can be 
found in Kapelner & Bleich (2013).12 The following variables were used as predictors: SEDA: Community 
Socio-Economic Status, SEDA: Segregation Index, SEDA: Cohort Adjusted Growth in ELA, Number of 
Students in District, Indicator for School Title I Status, Magnet School Indicator, Charter School Indicator, 
indicators for whether the school is Rural, in a Town, in a City, or in a Suburb, Number of Students, Size of 
Pre-K, Pct Students on FRL, Pct Hispanic Students, Pct Black Students, Total Per-Pupil District Expendi-
ture, Standardized Pct 3rd Graders Proficient Across Reading and Math, 1 year Lagged Standardized Pct 3rd 
Graders Proficient Across Reading and Math. SEDA indicates variables are community/district level varia-
bles from the Stanford Education Data Archives (Reardon, Ho, Shear, Fahle, Kalogrides, & DiSalvo, 2017). 
 
Description of the model fit is below: 
 

## bartMachine v1.2.3 for regression 
##  
## Missing data feature ON 
## training data n = 620 and p = 23  
## built in 13.3 secs on 4 cores, 100 trees, 3000 burn-in and 2000 post. samp
les 
##  
## sigsq est for y beforehand: 171.855  
## avg sigsq estimate after burn-in: 117.10898  
##  
## in-sample statistics: 
##  L1 = 4140.02  
##  L2 = 58950.27  
##  rmse = 9.75  
##  Pseudo-Rsq = 0.5851 
## p-val for shapiro-wilk test of normality of residuals: 0  
## p-val for zero-mean noise: 0.726 

The model is fit using Markov-Chain Monte-Carlo (MCMC) with 3,000 burn-in samples and 2,000 post-burn-
in samples. The variance in the percentage of students receiving any Burst cycles across schools is 117 after 
model convergence, giving a pseudo-R2 of 0.59. Test for residual normality show that residuals are not nor-
mally distributed, which would call into question confident intervals (we, however, do not use confidence in-
tervals). Convergence diagnostics are shown in the graph below. The top-left graph shows variance estimates 
across MCMC iterations. To the left of the first grey vertical line is the burn-in sample (for chain 1), and each  

                                                           
12 Kapelner, A., & Bleich, J. (2013). bartMachine: Machine Learning with Bayesian Additive Regression 
Trees. ArXiv:1312.2171 [Cs, Stat].  Retrieved from http://arxiv.org/abs/1312.2171 

http://arxiv.org/abs/1312.2171
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of the four areas after the first grey line are the post-burn-in samples across the four chains. While there is 
little initial improvement in residual variance estimates, suggesting relatively little learning after setting initial 
model parameters, the chains all converge to the same residual variance estimate. The top-right graph shows 
the percentage of generated trees accepted by the algorithm, with different colors after the grey line indicating 
different chains. Again, we see convergence at a relatively high acceptance rate of 40%. The bottom two 
graphs show the number of leaves on each tree and tree depth across MCMC iterations, with only post-burn-
in samples displayed and with each box (as indicated by grey vertical line) showing a different chain. The blue 
line shows averages across trees at each step and the black lines shown min/max values. These also show 
convergence across chains. 
 
The graphs on the next page show the distribution of the implementation prognosis score (i.e. predicted per-
centage of students with receiving any Burst). In the Burst population, there is positive skew, but the distribu-
tion is roughly normal, centered on a mean of 15% (SD=9). The distributions for the control and treatment  
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schools are roughly the same, but the means are about 5 percentage points higher and the standard deviations 

are higher. The means and variances of the distributions are not significantly different between the treatment 

and control schools, but both RCT groups have significantly higher means (t=4.8, p<0.01 and t=6.0, p<0.01 

for the control and treatment schools respectively) and standard deviations (F=0.64, p<0.01 and F=0.66, 

p<0.01 for the control and treatment schools respectively) than the Burst population. As we show later, this 

is due to the sample of schools in the RCT being the type of school that happens to implement the RCT at 

higher rates, rather than different patterns of implementation in the experiment versus the Burst population 

schools. 
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Amplify provided us a data set from their M-Class computer system that tracks Burst usage for all schools 
using Burst. This data was initially provided in December of 2017 and provided again with NCES IDs in June 
of 2018. The data was for 2016-2017 and included all 651 schools that were using Burst during this school 
year. The data included semester level information, including the number of students at each Tier who re-
ceived any Burst cycles and the number of students who received 6 or more Burst cycles each semester. Data 
on the number of students who took DIBELS as well as DIBELS school averages for the beginning, middle,  
and end of year time points were also provided. This data was linked to the CCD database to get school level 
characteristics for the schools. 

The population frame is created from all schools in the Common Core of Data that offer any grades 
K-3, in one of the 50 states or DC, labeled as a “Regular School” and not closed or inactive, and 
listed as having at least one student. Table B1 (above) shows differences between the Population 
frame, the Burst Users, and the RCT schools. While Burst Users were in poorer communities than 
the frame as a whole, the RCT schools were in much poorer communities than the Burst Users. It is 
then, no surprise that RCT schools are more likely to be Title I and less likely to be in the suburbs 
than either the frame or Burst Users. Burst Users seem to be in much larger districts than average 
while the RCT recruited from smaller districts than average. As was an intentional aspect of RCT 
sample recruitment, the RCT schools have higher percentages of students on Free-Reduced Price 
Lunch (FRL) and more Hispanic (but not more Black) students than the frame. Last, RCT schools 
are much lower achieving than either the frame or the Burst users. 
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##  
##  Welch Two Sample t-test 
##  
## data:  Pct_Any by TreatITT 
## t = -3.8, df = 31, p-value = 0.0006 
## alternative hypothesis: true difference in means is not equal to 0 
## 95 percent confidence interval: 
##  -0.1630 -0.0492 
## sample estimates: 
## mean in group Pop   mean in group T  
##            0.1442            0.2503 
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##  
##  F test to compare two variances 
##  
## data:  Pct_Any by TreatITT 
## F = 1.1, num df = 620, denom df = 28, p-value = 0.9 
## alternative hypothesis: true ratio of variances is not equal to 1 
## 95 percent confidence interval: 
##  0.5786 1.7201 
## sample estimates: 
## ratio of variances  
##              1.067 

We also tested for differences in mean and variance across the two samples. The RCT schools have 
a significantly larger percentage of students receiving any Burst cycles (t =-3.8, df = 31, p-value = 
0.0006). The differences in variance are not significant (F = 1.1, num df = 620, denom df = 28, p-
value = 0.9). 
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The graph above shows the observed percentage of students receiving any Burst cycles in a semester (aggre-
gated across semesters and years) versus the implementation prognosis score (a predicted value for this varia-
ble). This prediction comes from a machine-learning Bayesian Additive Regression Tree model trained on the 
M-CLASS data and used to generate predicted values for M-CLASS and RCT schools. While the axes labels 
portray the percentage of students, the axes are on a logit scale, which spreads out values at the lower end of 
the scale, allowing for a better visual presentation. Note that some schools in the population have 100% of 
students receiving some Burst and these schools are not shown on the graph, which was scaled to show the 
Treatment Schools. This graph highlights that the implementation rates, which are higher in the RCT, are 
driven by the fact that RCT schools are in a subset of schools with higher expected rates of implementation. 
That is, they are further to the right on the graph that the average population school. Implementation rates in 
treatment schools actually look quite similar to population schools when accounting implementation progno-
sis. That is, the black dots fall roughly within the area where the grey dots exist. 
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Sample.  The results presented in this report were obtained from the 2016-2017 Professional Development 
Survey (PDS) administered to 666 teachers in both treatment and control schools for the BURST study. Am-
plify produced a roster of 580 teachers for the study. The roster constituted the sampling frame for the study. 
11 of the teachers from this roster were no longer active members of the treatment or control schools and 
were dropped from the roster, leaving a roster of 569 teachers. This roster was then merged with the PDS 
data, yielding a total of 543 teachers from the Professional Development Survey data who were also on the 
roster.  
 
The PDS consisted of 56 questions concerning each teacher’s professional development experiences concern-
ing reading. 134 teachers failed to answer any questions of the survey, yielding a group of 409 teachers who 
answered the PDS.  Selected questions from the PDS were combined to yield 6 scales. The compositions of 
those scales is given in Table 1.  
 

 
Our analyses sought to answer 3 questions. 
 

1. Did treatment impact whether teachers completed the PDS? 
2. Did treatment impact teachers’ self-reported professional development? 
3. How much of the variability in teachers self-reported professional development was due to school 

effects 
4.  

The first question was addressed by a cross-tabulation table of PDS completion by treatment group with a 
Pearson Chi-square test of independence for the framed sample of 543 teachers. 
The second question and third questions were addressed by a hierarchical linear model/mixed model analysis 
of the 6 constructed scales for the PDS. Question 2 was addressed by the fixed effect of treatment in the 
mixed model analysis while question 3 was addressed by the estimated random effects of school in the mixed 
model analysis. 
 

 
A cross-tabulation table for the teachers who completed the PDS by treatment group is given in Table 2. One 
out of the 409 teachers who completed the PDS was not in a treatment or control school and is omitted from 
this table13. The Pearson Chi-Square test of independence yielded a value of 0.57 and was not statistically sig-
nificant (p-value = 0.45) 
 
The results for the mixed model analysis of the 6 PDS scales is given in Table 3. Only 1 of the 6 estimated 
treatment effects was greater in absolute value than its associated standard error.  None of the 6 treatment 
effects were statistically significant; p-values that ranged from 0.17 to 0.97, with only 1 p-value less than 0.4.  
Generally school effects explained only a small proportion of the variance for each of the 6 PSD scales. Pro-
portion of variance explained by school effects ranged from 0% to 15.5%. Only 1 of the variance proportions 
was greater than 10%, with 3 out of the 6 proportions less than 5%.  
 
 

                                                           
13 That teacher from Holly District had school listed as Other 
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